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## Introduction

Some mathematical disciplines can be presented and developed in the context of other disciplines, for instance Boolean algebras, that Stone has converted in a branch of ring theory, projective geometries, characterized by Birkhoff as lattices of a special type, projective, descriptive and spherical geometries, represented by Prenowitz, as multigroups, linear geometries and convex sets presented by Jantosciak and Prenowitz as join spaces. As Prenowitz and Jantosciak did for geometries, in this book we present and study several mathematical disciplines that use the Hyperstructure Theory.

Since the beginning, the Hyperstructure Theory and particularly the Hypergroup Theory, had applications to several domains. Marty, who introduced hypergroups in 1934, applied them to groups, algebraic functions and rational fractions. New applications to groups were also found among others by Eaton, Ore, Krasner, Utumi, Drbohlav, Harrison, Roth, Mockor, Sureau and Haddad. Connections with other subjects of classical pure Mathematics have been determined and studied:

- Fields by Krasner, Stratigopoulos and Massouros Ch.
- Lattices by Mittas, Comer, Konstantinidou, Serafimidis, Leoreanu and Călugăreanu
- Rings by Nakano, Kemprasit, Yuwaree
- Quasigroups and Groupoids by Koskas, Corsini, Kepka, Drbohlav, Nemec
- Semigroups by Kepka, Drbohlav, Nemec, Yuwaree, Kemprasit, Punkla, Leoreanu
- Ordered Structures by Prenowitz, Corsini, Chvalina
- Combinatorics by Comer, Tallini, Migliorato, De Salvo, Scafati, Gionfriddo, Scorzoni
- Vector Spaces by Mittas
- Topology by Mittas , Konstantinidou
- Ternary Algebras by Bandelt and Hedlikova.

In the 1940's, Prenowitz represented several kinds of Geometries (Projective, Descriptive, Spherical) as hypergroups, and later, with Jantosciak, founded Geometries on Join Spaces, a special hypergroups, which in the last decades were shown to be an useful instrument in the study of several matters: graphs, hypergraphs, binary relations, fuzzy sets and rough sets.

In 1978 Tallini established another link between geometries and a type of hypergroups he called Steiner hypergroups.

Connections between Hyperstructures and Binary Relations in the most general meaning, were considered for the first time in 1996, by Rosenberg. Afterwards they were studied also by Corsini, and by Corsini and Leoreanu (2000), but in special cases Hyperstructures had been already associated with binary relations, by Chvalina in 1994 with order relations, by Corsini (2000) and by Leoreanu (2000) with hypergraphs (a setting more general than symmetric relations), and by Nieminen, Corsini, Rosenberg, with graphs.

In 1996 Corsini introduced join spaces associated with Fuzzy Sets. These structures have been studied again by Corsini, Leoreanu, Tofan. The ideas of associating a hyperstructure with a fuzzy set and of considering algebraic structures endowed with a fuzzy structure, have been brought forward also by several Iranian scientists as Zahedi, Ameri, Borzooei, Hasankhani, Bolurian.

It is known that Fuzzy Sets, introduced by Zadeh in [429]), are a powerful tool in several applied sciences (see for instance Dubois and Prade [137]) and so, in view of the above correspondence, hyperstructures could as well be. The same is true for Hyperstructures associated with Rough Sets (see Corsini [76], Leoreanu [232]). Rough Sets introduced by Shafer, were analyzed by Pawlak and
used by him and others as a mathematical tool in studying the Artificial Intelligence.

There existed till now two books on general theory of Hyperstructures (one by Corsini [437] on the basic theory of Hypergroups, the else by Vougiouklis [440], mostly on representations of hypergroups and on $H v$-structures, that are hyperstructures satisfying conditions weaker than the classic ones) and others on particular sectors and applications.

Another important book for the applications in Geometry and also for the clearness of the exposition is that one by PrenowitzJantosciak [439].

Finally, we mention certain Doctoral theses, whose reading can be useful to deeper the knowledge both for the basics and the applications.

| Konguetsof, L. | 1964 | Paris University, France |
| :--- | :--- | :--- |
| Koskas, M. | 1967 | Paris University, France |
| Stratigopoulos, D. | 1969 | Louvain University, Belgium |
| Mittas, J. | 1969 | Athens University, Greece |
| Konstantinidou, M. | 1977 | University of Thessaloniki, Greece <br> Sureau, Y. |
| Vougiouklis, T. | 1980 | Université de Clermont II, France |
| Democritus University, Xanthi, |  |  |
| Greece |  |  |


| Dramalidis, A. | 1996 | Democritus University, Greece |
| :--- | :--- | :--- |
| Yatras, C. | 1996 | Democritus University, Greece |
| Hasankhani, A. | 1997 | Shahid Bahonar Univ. of Kerman, Iran |
| Ameri, R. | 1997 | Shahid Bahonar Univ. of Kerman, Iran <br> Mouèka, J. |
| 1997 | Military University of the Ground Forces <br> Vykov/ Masaryk University, Brno |  |
| Leoreanu, V. | 1998 | "Babes Bolyai" University, Cluj-Napoca, <br> Romania |
| Hort, D. | 1999 | Faculty of Education, Masaryk <br> University, Brno |
| Borzooei, R.A. | 2000 | Shahid Bahonar Univ. of Kerman, Iran |

By this book we present some of the numerous applications of hyperstructures, especially those from the last fifteen years, to the subjects:

1. Some topics of Geometry
2. Hypergraphs and Graphs
3. Binary Relations
4. Lattices
5. Fuzzy Sets and Rough Sets
6. Automata
7. Cryptography
8. Codes
9. Median Algebras, Relation Algebras, $C$-Algebras
10. Artificial Intelligence
11. Probabilities

This work, a survey of the most recent applications of Hyperstructure Theory, is based on many papers, some of which contain more detailed presentation. We hope this book will get a progress of science through a study in depth of these applications.

ACKNOWLEDGEMENTS. We warmly thank Professor Jeno Szep for encouraging us to write this book. Our thanks to Professors James Jantosciak, Ivo Rosenberg and Thomas Vougiouklis for careful reading of the manuscript and for their precious suggestions. We thank to lady Elena Mocanu for her patience and disponibility in the Latex processing of the manuscript.

## Basic notions and results on Hyperstructure Theory

The most important notions and results, obtained on Hyperstructure Theory, are presented here. For more details, see [437].

Let $H$ be a non-empty set and denoted by $\mathcal{P}^{*}(H)$ the set of all non-empty subsets of $H$.

1. Definition. A $n$-hyperoperation on $H$ is a map $f: H^{n} \rightarrow$ $\rightarrow \mathcal{P}^{*}(H)$. The number $n$ is called the arity of $f$.
2. Definition. A set $H$, endowed with a family $\Gamma$ of hyperoperations, is called a hyperstructure (or a multivalued algebra).
3. Definition. If $\Gamma$ is a singleton, that is $\Gamma=\{f\}$ where the arity of $f$ is 2 , then the hyperstructure is called a hypergroupoid.

Usually, the hyperoperation is denoted by " $\circ$ " and the image of the pair ( $a, b$ ) of $H^{2}$ is denoted by $a \circ b$ and called the hyperproduct of $a$ and $b$.

If $A$ and $B$ are non-empty subsets of $H$, then $A \circ B=\bigcup_{\substack{a \in \mathcal{A} \\ b \in B}} a \circ b$.

## 4. Definition.

(i) A semihypergroup is a hypergroupoid ( $H, \circ$ ) such that $\forall(a, b, c) \in H^{3},(a \circ b) \circ c=a \circ(b \circ c)$.
(ii) A quasihypergroup is a hypergroupoid ( $H, \circ$ ) which satisfies the reproductive law:

$$
\forall a \in H, H \circ a=a \circ H=H
$$

(iii) A hypergroup is a semihypergroup which is also a quasihypergroup.
5. Definition. Let $(H, o)$ be a hypergroupoid. An element $e \in H$ is called an identity or unit if

$$
\forall a \in H, \quad a \in a \circ e \cap e \circ a .
$$

6. Definition. Let $(H, \circ)$ be a hypergroup, endowed with at least an identity. An element $a^{\prime} \in H$ is called an inverse of $a \in H$ if there is an identity $e \in H$, such that

$$
e \in a \circ a^{\prime} \cap a^{\prime} \circ a
$$

7. Remark. Sometimes, more general structures are considered, for instance the Wall-hypergroup (see [423]) of dimension $n$, which is a non-empty set $H$, endowed with a hyperoperation "o", such that for any $(a, b) \in H^{2}$, the hyperproduct $a \circ b$ is a set of $n$ elements of $H$, not necessarily distinct elements. Moreover, the associativity law is valid, there is at least one identity and any element has an inverse in a Wall hypergroup.
8. Definition. We say that two binary hyperoperations $\left\langle\circ_{1}\right\rangle$, $<\mathrm{o}_{2}>$ on the same set $H$ are mutually associative (m.a.) if $\forall(x, y, z) \in H^{3}$, we have

$$
\begin{aligned}
& \left(x \circ_{1} y\right) \circ_{2} z=x \circ_{1}\left(y \circ_{2} z\right) \text { and } \\
& \left(x \circ_{2} y\right) \circ_{1} z=x \circ_{2}\left(y \circ_{1} z\right) .
\end{aligned}
$$

We also say that the pair $\left(\left(H, \circ_{1}\right),\left(H, \circ_{2}\right)\right)$ is m.a.

The mutual associativity of two hyperoperations has been introduced by P. Corsini. In [73], he has started to investigate the problem of determining pairs of finite quasihypergroups which are mutually associative (m.a.).
9. Definition. A semihypergroup $(H, \circ)$ is called simplifiable on the left if: $\forall(x, a, b) \in H^{3}, x \circ a \cap x \circ b \neq \emptyset \Longrightarrow a=b$.

Similarly, we can define the simplifiability on the right.
F. Marty [248] proved that any hypergroup simplifiable on the left (or on the right) is a group. Later, M. Koskas [213] gave a simplier proof for the same result.

In [227] it is proved the following:
10. Theorem. Let $(H, \circ)$ be a semihypergroup such that $\forall t \in H$, $t \circ H=H$ and $\exists s_{0} \in H, H \circ s_{0}=H$.
(i) If $H$ is simplifiable on the left, then $H$ is a group;
(ii) If $H$ is simplifiable on the right, then $H$ is a group.

## 11. Definition

$H$ is said to be of type $C$ on the right (see [383]) if $\exists e \in H$, called a scalar identity on the right, such that:

1) $\forall x \in H, x \circ e=x$
2) $\forall(x, y, z) \in H^{3}, x \circ y \cap x \circ z \neq \emptyset \Longrightarrow e \circ y=e \circ z$.

## Relation $\beta$ and quotient hypergroupoids

Let $(H, \circ)$ be a hypergroupoid and let $\rho$ be an equivalence relation on $H$.
12. Definition. We say that $\rho$ is regular on the right if the following implication holds:

$$
\begin{gathered}
a \rho b \Longrightarrow \forall u \in H, \forall x \in a \circ u, \exists y \in b \circ u: x \rho y \text { and } \\
\forall \bar{y} \in b \circ u, \exists \bar{x} \in a \circ u: \bar{x} \rho \bar{y}
\end{gathered}
$$

Similarly, the regularity on the left can be defined.
We say that $\rho$ is regular if it is regular on the right and on the left.
13. Definition. We say that $\rho$ is strongly regular on the right if the following implication holds:

$$
a \rho b \Longrightarrow \forall u \in H, \forall x \in a \circ u, \forall y \in b \circ u: x \rho y
$$

Similarly, the strong regularity on the left can be defined.
We say that $\rho$ is strongly regular if it is strongly regular on the right and the left.
14. Definition. Let $(H, \circ)$ be a hypergroupoid. We define the relation $\beta$ on $H$, as follows:

$$
a \beta b \Longleftrightarrow \exists n \in \mathbb{N}^{*}, \exists\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in H^{n}: a \in \prod_{i=1}^{n} x_{i} \ni b
$$

Notice that $\beta$ is a reflexive and a symmetric relation on $H$, but generally, not a transitive one.

Let us denote by $\beta^{*}$ the transitive closure of $\beta$.
The following results hold:
15. Theorem. If $(H, \circ)$ is a hypergroupoid, then $\beta^{*}$ is the smallest equivalence strongly regular on $H$, with respect to the inclusion.
16. Theorem. If $H$ is a hypergroup, then $\beta^{*}=\beta$.
17. Notation. $\forall(a, b) \in H^{2}, a / b=\{x \mid a \in x \circ b\}$ and $b \backslash a=\{y \mid$ $a \in b \circ y\}$.
18. Definition. Let $(H, \circ)$ and $(K, *)$ be hypergroupoids and $f: H \longrightarrow K$. We say that:
(i) $f$ is a homomorphism if $\forall(a, b) \in H^{2}, f(a \circ b) \subset f(a) * f(b)$;
(ii) $f$ is a good homomorphism if $\forall(a, b) \in H^{2}$, $f(a \circ b)=f(a) * f(b)$;
(iii) the homomorphism $f$ is strong on the left if $f(c) \in f(a) * f(b) \Longrightarrow \exists a^{\prime} \in H: f(a)=f\left(a^{\prime}\right)$ and $c \in a^{\prime} \circ b$.
Similarly, we can define a homomorphism, which is strong on the right.

If a homomorphism $f$ is strong on the right and on the left, we say that $f$ is a strong homomorphism.
(iv) $f$ is a very good homomorphism if $f$ is a good homomorphism and moreover, $\forall(x, y) \in H^{2}, f(x / y)=f(x) / f(y)$ and $f(x \backslash y)=f(x) \backslash f(y)$.

Now, some basic results about quotient hypergroupoids are presented.
19. Theorem. Let $(H, \circ)$ be a semihypergroup and $\rho$ an equivalence relation on $H$.
(i) If $\rho$ is regular, then $H / \rho$ is a semihypergroup, with respect to the following hyperoperation:

$$
\forall(\bar{x}, \bar{y}) \in(H / \rho)^{2}, \bar{x} \otimes \bar{y}=\{\bar{z} \mid z \in x \circ y\}
$$

(ii) Conversely, if the hyperoperation " $\otimes$ " is well-defined on $H / \rho$, then $\rho$ is regular.
(iii) In the above-mentioned hypothesis, the canonical projection $\pi: H \rightarrow H / \rho$ is a good epimorphism and if $(H, \circ)$ is a hypergroup, then $(H / \rho, \otimes)$ is also a hypergroup, denoted by $H / \rho$.
20. Theorem. Let $(H, \circ)$ be a semihypergroup and $\rho$ a strongly regular equivalence relation on $H$. Then:
(i) $H / \rho$ is a semigroup;
(ii) if $H$ is a hypergroup, then $H / \rho$ is a group;
(iii) if $S$ is a semigroup and $f: H \longrightarrow S$ is a homomorphism, then the equivalence relation $R$ associated with $f$, as follows $a R b \Longleftrightarrow f(a)=f(b)$, is strongly regular.
21. Corollary. If $(H, o)$ is a hypergroup, then $H / \beta$ is a group. Moreover, $\beta$ is the smallest equivalence relation $\rho$ on $H$, such that $H / \rho$ is a group.

## Complete parts, subhypergroups and the heart of hypergroup

22. Definition. Let $(H, o)$ be a semihypergroup and $A$ a nonempty subset of $H$. We say that $A$ is a complete part of $H$ if the following implication holds:

$$
\forall n \in \mathbb{N}^{*}, \forall\left(x_{1}, \ldots, x_{n}\right) \in H^{n}, \prod_{i=1}^{n} x_{i} \cap A \neq \emptyset \Longrightarrow \prod_{i=1}^{n} x_{i} \subset A
$$

23. Definition. If $(H, \circ)$ is a semihypergroup and $A \subset H, A \neq \emptyset$, then the complete closure of $A$ in $H$ is the intersection of all the complete parts of $H$, which contain $A$. It will be denoted by $\mathcal{C}(A)$.

Some basic results concerning $\mathcal{C}(A)$ :
24. Theorem. Let ( $H, \circ$ ) be a semihypergroup and $A \subset H, A \neq \emptyset$. We consider $K_{0}(A)=A$ and $\forall n \in \mathbb{N}$,

$$
\begin{array}{r}
K_{n+1}(A)=\left\{a \in H \mid \exists p \in \mathbb{N}^{*}, \exists\left(x_{1}, \ldots, x_{p}\right) \in H^{p}: a \in \prod_{i=1}^{p} x_{i}\right. \text { and } \\
\left.\prod_{i=1}^{p} x_{i} \cap K_{n}(A) \neq \emptyset\right\}
\end{array}
$$

Let $K(A)=\bigcup_{n \in \mathbb{N}} K^{n}(A)$. Then $\mathcal{C}(A)=K(A)$.
Let ( $H, \circ$ ) be a semihypergroup.

## 25. Theorem.

(i) The relation $K$ defined as follows

$$
a K b \Longleftrightarrow x \in \mathcal{C}(\{y\})
$$

is an equivalence relation on $H$.
(ii) $\forall(a, b) \in H^{2}$, we have $a K b \Longleftrightarrow a \beta^{*} b$.
26. Theorem. If $A$ is a non-empty subset of a semihypergroup $(H, o)$, then $\mathcal{C}(A)=\bigcup_{a \in A} \mathcal{C}(a)$.

The following theorem characterizes the semihypergroups for which the relation $\beta$ is transitive.
27. Theorem. ([152] and Th.47, Ch.3) Let $H$ be a semihypergroup. The relation $\beta$ is transitive in $H$ if and only if $\forall x \in H$, $\mathcal{C}(x)=K_{1}(x)$.

Let $\varphi_{H}: H \longrightarrow H / \beta$ be the canonical projection.
28. Definition. The heart of a hypergroup $H$ is $\omega_{H}=\{x \in H \mid$ $\left.\varphi_{H}(x)=1\right\}$, where 1 is the identity of the group $H / \beta$.
29. Theorem. If $A$ is a non-empty subset of a hypergroup $H$, then $\mathcal{C}(A)=A \circ \omega_{H}=\omega_{H} \circ A$.
30. Corollary. If $A$ and $B$ are non-empty subsets of a hypergroup ( $H, \circ$ ), such that one of $A$ and $B$ is complete, then $A \circ B$ and $B \circ A$ are complete parts.
31. Definition. Let ( $H, \circ$ ) be a hypergroupoid and $A$ a non-empty subset of $H$. We say that
(i) $A$ is reflexive in $H$ if $\forall(x, y) \in H^{2}$, from $x \circ y \cap A \neq \emptyset$ it follows $y \circ x \cap A \neq \emptyset ;$
(ii) $A$ is invariant (or normal) in $H$ if $\forall x \in H$, we have $x \circ A=$ $=A \circ x$.
(iii) $A$ is invertible on the left in $H$ if $\forall(x, y) \in H^{2}$, the following implication holds: $y \in A \circ x \Longrightarrow x \in A \circ y$.

Similarly, we define the invertibility on the right. We say that $A$ is invertible if it is invertible on the right and on the left.
32. Definition. Let $(H, \circ)$ be a hypergroupoid and $K$ a nonempty subset of $H$.
$K$ is called a subhypergroupoid of $H$ if $K \circ K \subset K$. A subhypergroupoid
$K$ of $H$ is called a subhypergroup of $H$, if ( $K, \circ$ ) is a hypergroup.
Now, we define some important types of subhypergroups:
33. Definition. Let $(H, \circ)$ be a hypergroup and $K$ a subhypergroup of it. We say that:
(i) $K$ is closed on the left in $H$ if $\forall a \in H, \forall(x, y) \in K^{2}$, from $x \in a \circ y$ follows $a \in K$.

Similarly, we can define the notion closed on the right. $K$ is closed in $H$ if it is closed on the right and on the left.
(ii) $K$ is ultraclosed on the left in $H$ if $\forall x \in H$, $K \circ x \cap(H-K) \circ x \neq \emptyset$.

Similarly, we can define the notion ultraclosed on the right. $K$ is ultraclosed if it is ultraclosed on the right and on the left.

We characterize ultraclosed subhypergroups:
34. Theorem. Let $(H, \circ)$ be a hypergroup, $I_{p}$ the set of partial identities, that is $I_{p}=\{e \in H \mid \exists x \in H: x \in e \circ x \cup x \circ e\}$.

Let $K$ be a subhypergroup of $H$.
$K$ is ultraclosed if and only if it is closed and contains $I_{p}$.
35. Definition. Let $(H, o)$ be a hypergroup and $K_{1}, K_{2}$ subhypergroups of $H$. We say that $K_{2}$ is $K_{1}$-conjugable if the following conditions hold:

1) $K=K_{1} \cap K_{2} \neq \emptyset$;
2) $K_{2}$ is closed in $H$;
3) $\forall x \in K_{1}, \exists x^{\prime} \in K_{1}$ such that $x^{\prime} \circ x \subset K$.

The following characterization holds:
36. Theorem. A subhypergroup $K$ of a hypergroup $H$ is a complete part of $H$ if and only if $K$ is $H$-conjugable.

We state some connections between complete parts, invertible, closed, ultraclosed subhypergroups:
37. Theorem. Let $(H, o)$ be a hypergroup and $K$ a subhypergroup of $H$. The following statements hold:
(i) if $K$ is a complete part of $H$, then $K$ is ultraclosed in $H$;
(ii) if $K$ is ultraclosed in $H$, then $K$ is invertible in $H$;
(iii) if $K$ is invertible on the right (on the left)in $H$, then $K$ is closed on the left (on the right) in $H$.
38. Theorem. If $K$ is a subhypergroup and a complete part of a hypergroup $H$, then $K$ is invariant in $H$ if and only if it is reflexive in $H$.
39. Remark. In [437, pp.52-53] examples are given of nonclosed subhypergroups, ultraclosed but not complete parts subhypergroups, invertible but not ultraclosed subhypergroups, closed but not invertible subhypergroups.
40. Theorem. The heart of a hypergroup $H$ is the intersection of all subhypergroups of $H$, which are complete parts.
41. Definition. The intersection of all ultraclosed subhypergroups of a hypergroup $H$ is called nucleus of $H$.

By C.U. it is denoted the class of hypergroups, whose ultraclosed subhypergroups are all complete parts.

## Several important classes of hypergroups

## I. Regular hypergroups, complete hypergroups and canonical hypergroups.

42. Definition. A hypergroup $H$ is regular if it has at least one identity and each element has at least one inverse.

A regular hypergroup ( $H, \circ$ ) is called reversible if for any $(x, y, z) \in H^{3}$, it satisfies the following conditions:

1) if $y \in a \circ x$, then there exists an inverse $a^{\prime}$ of $a$, such that $x \in a^{\prime} \circ y ;$
2) if $y \in x \circ a$, then there exists an inverse $a^{\prime \prime}$ of $a$, such that $x \in y \circ a^{\prime \prime}$.

If $H$ is regular, we denote by $E$ the set of identities of $H$ and for any $a \in H$, by $i(a)$ the set of inverses of $a$.
43. Theorem. If $H$ is a regular reversible hypergroup and $\left\{A_{i}\right\}_{i \in I}$ is a family of its invertible subhypergroups, then $A=\bigcap_{i \in I} A_{i}$ is an invertible subhypergroup.

In [437, p. 63] it is presented an example of regular hypergroup, which is not reversible.
44. Definition. A semihypergroup $(H, \circ)$ is called complete if

$$
\forall(x, y) \in H^{2}, \quad \mathcal{C}(x \circ y)=x \circ y,
$$

where C was defined in 23.
Some results about the complete hypergroups:
45. Theorem. A semihypergroup $H$ is complete if $H=\bigcup_{s \in S} A_{s}$, where $S$ and $A_{s}$ satisfy the conditions:

1) ( $S, \circ$ ) is a semigroup;
2) $\forall(s, t) \in S^{2}, s \neq t$, we have $A_{s} \cap A_{t}=\emptyset$;
3) if $(a, b) \in A_{s} \times A_{t}$, then $a \circ b=A_{s t}$.
46. Theorem. If $H$ is a complete hypergroup, then
1) $\omega_{H}$ is the set of identities of $H$ and
2) $H$ is a regular reversible hypergroup.
47. Definition. A hypergroup $H$ is flat if for any subhypergroup $K$ of $H$, the following equality holds: $\omega_{K}=\omega_{H} \cap K$.
48. Theorem. Every complete hypergroup is flat.
49. Theorem. Let $H$ be a regular reversible hypergroup. If $A$ is a closed subhypergroup, then $A$ is invertible.
50. Theorem. Let $f: H \rightarrow H^{\prime}$ be a very good epimorphism of hypergroups and let $K$ be a subhypergroup and a complete part of $H$. Then $f(K)$ is a complete part and a subhypergroup of $H^{\prime}$.
51. Theorem. If $f: H \rightarrow H^{\prime}$ is a very good epimorphism between hypergroups, then $f\left(\omega_{H}\right)=\omega_{H^{\prime}}$.
52. Theorem. If $H$ and $H^{\prime}$ are complete hypergroups and $f: H \rightarrow H^{\prime}$ is a good homomorphism, then $f$ is very good.
53. Definition. We say that a hypergroup $H$ is canonical if
1) it is commutative
2) it has a scalar identity
3) every element has a unique inverse
4) it is reversible.
54. Remark. Not all subhypergroups of a canonical hypergroup are canonical (see Th. 200 [437]).

Let $(H,+)$ be a canonical hypergroup and $x \in H$. For any $n \in \mathbb{Z}$, we define

$$
n x=\left\{\begin{array}{cl}
\underbrace{x+x+\cdots+x}_{n \text { times }} & , \\
0 & \text { if } n>0 \\
0 & \text { if } n=0 \\
\underbrace{(-x)+\cdots+(-x)}_{(-n) \text { times }} & , \text { if } n<0
\end{array}\right.
$$

where $\forall x \in H$, we denote by " $-x$ " the inverse of $x$.
We can verify that

$$
m x+n x= \begin{cases}(m+n) x, & \text { if } m n \geq 0 \\ (m+n) x+\min \{|m|,|n|\} \cdot(x-x), & \text { if } m n<0\end{cases}
$$

55. Definition. Let $(H,+)$ be a canonical hypergroup and $x \in H$. We say that the order of $x$ is infinite $(o(x)=\infty)$ if $\forall(h, k) \in \mathbb{Z}^{2}$, where $h \neq 0$, we have $0 \notin h x+k(x-x)$.
56. Theorem. Let $(H,+)$ be a canonical hypergroup and $x \in H$. Then $o(x)=\infty$ if and only if $\forall(m, n) \in \mathbb{Z}^{2}, m \neq n$ we have $m x \cap n x=\emptyset$.
57. Definition. Let $(H,+)$ be a canonical hypergroup. Let us suppose that there exists $(m, n) \in \mathbb{Z} \times \mathbb{N}, m \neq 0$, such that $0 \in m x+n(x-x)$.

Let $h=\min \left\{r \in \mathbb{N}^{*} \mid \exists n \in \mathbb{N}: o \in r x+n(x-x)\right\}$. The number $h$ is called the principal order of $x$.
58. Theorem. Let $(H,+)$ be a canonical hypergroup and $x \in H$. We have $0 \in m x+n^{\prime}(x-x)$ if and only if ord $x$ divides $m$.
59. Definition. Let $h$ divide $m$ and $q=\min \left\{s \in \mathbb{N}^{*} \mid m x+\right.$ $+s(x-x) \ni 0\}$. The couple $(h, q)$ is called the order of $x$.
60. Definition. A canonical hypergroup $(H,+)$ is called strongly canonical if it satisfies the following conditions:

1) $\forall(x, a) \in H^{2}, x \in x+a \Longrightarrow x=x+a$;
2) $(x+y) \cap(z+w) \neq \emptyset \Longrightarrow x+y \subset z+w$ or $z+w \subset x+y$.

## II. Join spaces.

61. Definition. A commutative hypergroup ( $H, \circ$ ) is called a join space if $\forall(a, b, c, d) \in H^{4}$, the following implication holds:

$$
a / b \cap c / d \neq \emptyset \Longrightarrow a \circ d \cap b \circ c \neq \emptyset
$$

If $A$ and $B$ are subsets of a hypergroup $H$, we denote by $A / B$ the set $\bigcup_{\substack{a \in A \\ b \in B}} a / b$.
62. Theorem. A commutative hypergroup is canonical if and only if it is a join space with a scalar identity.
63. Theorem. A is a closed subhypergroup of a join space $H$ if and only if $A / A=A$.
64. Theorem. Let $A, B, C, D$ be non-empty subsets of a join space $(H, \circ)$. We have:

1) if $A \subset B$ and $C \subset D$, then $A / C \subset B / D$;
2) $A \cap B / C \neq \emptyset$ if and only if $A \circ C \cap B \neq \emptyset$;
3) $A /(B \circ C)=(A / B) / C$;
4) $A /(B / C) \subset(A \circ C) / B$;
5) $A \circ(B / C) \subset(A \circ B) / C$;
6) $B \subset A /(A / B)$.
65. Definition. A join space $H$ is called geometric if $\forall x \in H$, we have $x \circ x=\{x\}=x / x$.
66. Definition. For a closed subhypergroup $N$ of join space $H$ and $(x, y) \in H^{2}$, we write $x J_{N} y$ if $x \circ N \cap y \circ N \neq \emptyset$.
67. Theorem. The relation $J_{N}$ is an equivalence relation. The equivalence class of $a \in H$ is $(a)_{N}=(a \circ N) / N=N /(N / a)$. In particular, $\forall x \in N,(x)_{N}=N$.
68. Theorem. If $H$ is a join space and $N$ is a closed subhypergroup of $H$, then the equivalence relation $J_{N}$ is regular and the quotient $H / J_{N}$ is canonical.
69. Theorem. ([312]) The following statements (concerning the canonical hypergroup $\left.\left(H / J_{N}, \otimes\right)\right)$ hold:
1) the identity element is $N$ and $\forall n \in N$, we have $(n)_{N}=N$;
2) $\left(a^{\prime}\right)_{N}$ is the inverse of $(a)_{N}$ if and only if $N \cap a \circ a^{\prime} \neq \emptyset$;
3) if $\left(a^{\prime}\right)_{N}$ is the inverse of $(a)_{N}$, then $\left(a^{\prime}\right)_{N}=N / a$.

If $A_{1}, A_{2}, \ldots, A_{n}$ are subsets of a hypergroup, we denote by $<A_{1}, \ldots, A_{n}>$ the closed subhypergroup generated by $\bigcup_{i=1}^{n} A_{i}$.
70. Theorem. If $H$ is a join space and $A$ is a subhypergroup of $H$, then $A$ is ultraclosed if and only if it is a complete part of $H$.

Let ( $H, \circ$ ) be a hypergroup. Let us denote

$$
I_{p}=\{e \in H \mid \exists x \in H: x \in e \circ x \cup x \circ e\} .
$$

For $n \in \mathbb{N}^{*}$, set

$$
I_{p}^{n}=\underbrace{I_{p} \circ \cdots \circ I_{p}}_{n \text { times }} .
$$

We obtain:
71. Theorem. Let $(H, \circ)$ be a join space. Then

$$
\omega_{H}=\bigcup_{n \in \mathbb{N}^{*}}\left(I_{p}^{n} / I_{p}^{n}\right) .
$$

72. Definition. Let $H$ be a join space. If $H$ has a scalar identity $e$, we set $E=\{e\}$, otherwise $E=\emptyset$.

Furthermore, we define

$$
\triangleleft \emptyset \triangleright=E \text { and if } A \in \mathcal{P}^{*}(H), \triangleleft A \triangleright=<A>.
$$

73. Definition. A join space $H$ is called an exchange space if it satisfies the following conditions:
(I) if $a \in \triangleleft b \triangleright, a \notin E$, then $\triangleleft a \triangleright=\triangleleft b \triangleright$;
(II) if $c \in \triangleleft a, b \triangleright$ and $c \notin \triangleleft b \triangleright$, then $\triangleleft c, b \triangleright=\triangleleft a, b \triangleright$.

For an exchange space, $<>$ will mean $\triangleleft \triangleright$.
74. Theorem. If $A$ and $B$ are non-empty subsets of a join space, such that $\langle A\rangle \cap<B\rangle \neq \emptyset$, then $\langle A, B\rangle=\langle A\rangle /\langle B\rangle$.
75. Theorem. Let $H$ be a join space with a scalar identity e. Then $H$ satisfies (I) if and only if it satisfies (II).
76. Definition. Let $A$ be a subset of a join space $H . A$ is called independent if $\forall a \in A$, we have $a \notin<A-\{a\}>$.
77. Definition. A subset $A$ of a closed subhypergroup $S$ of a join space $H$ is called a basis of $S$ if it is independent and furthermore $<A>=S$.
78. Theorem. Let $A$ be a subset of an exchange space $H$, and let $(x, y) \in H^{2}$. If $y \in\langle A, x\rangle$ and $y \notin\langle A\rangle$, then $\langle A, x\rangle=$ $=\langle A, y\rangle$.
79. Theorem. All complete commutative hypergroups are join spaces, but there are commutative regular reversible hypergroups, which are not join spaces.

## III. Quasi-canonical Hypergroups. Cogroups.

Let ( $H, \circ$ ) be a hypergroup and $x \in H$.
We denote by $i_{\ell}(x)$ the set of $x^{\prime} \in H$ such that $\left.e \in x^{\prime} \circ x\right\}$ for a left identity $e$ and by $i_{r}(x)$ the set $x^{\prime \prime} \in H$ such that $\left.e \in x \circ x^{\prime \prime}\right\}$ for a right identitye.

We also denote by $i(x)$ the set of all inverses of $x$.
80. Definition. A hypergroup $H$ is called feebly quasi-canonical if it is regular, reversible and satisfies the condition:
$\forall(x, a) \in H^{2}, \forall\{u, v\} \subset i_{\ell}(x), \forall\{w, z\} \subset i_{r}(x), u \circ a=v \circ a, a \circ w=a \circ z$.
If $H$ is also commutative, we say that $H$ is feebly canonical.
We denote by F.Q.C. and by F.C. the classes of feebly quasicanonical, respectively feebly canonical hypergroups.
81. Theorem. Let $H \in F . Q . C$. and $K$ be a subhypergroup of $H$. Then $K$ is ultraclosed if and only if it is a complete part of $H$.
82. Theorem. Let $H \in$ F.Q.C. Then the following conditions are equivalent:
a) $\forall x \in H, \operatorname{card} i(x)=1$;
b) $H$ has exactly one identity, which is a scalar.
83. Definition. A hypergroup in F.Q.C., satisfying the equivalent conditions a) or b) of the above theorem, is called quasi-canonical (or a polygroup).

We denote by $Q . C$. the class of quasi-canonical hypergroups.
Clearly, the canonical hypergroups are the commutative quasicanonical hypergroups.

Let ( $H$, o) be a feebly quasi-canonical hypergroup and let $R$ be the following relation on $H: x R y \Longleftrightarrow \exists z \in H:\{x, y\} \subset i(z)$.

## 84. Theorem.

(i) The relation $R$ is a regular equivalence relation.
(ii) The quotient $H / R$ is a hypergroup, with respect to the hyperoperation

$$
\bar{x} \otimes \bar{y}=\{\bar{z} \mid z \in x \circ y\} .
$$

Moreover, the canonical projection $p: H \longrightarrow H / R$ is a good epimorphism.
85. Theorem. If $H \in F . Q . C .$, then $H / R$ is quasi-canonical.
86. Theorem. The following conditions are equivalent for $H \in F . Q . C$.
(i) $H$ is complete
(ii) $\omega_{H}$ is the set of identities of $H$
(iii) $H / R$ is a group.
87. Definition. A weak left cogroup is a regular reversible hypergroup ( $H, \circ$ ), endowed with a left scalar identity " $e$ " and satisfying $x \circ y \cap z \circ y \neq \emptyset \Longrightarrow x \in z \circ e$.

A weak left cogroup is called a left cogroup if it also satisfies $\forall(x, y, z) \in H^{3}, \operatorname{card}(x \circ y)=\operatorname{card}(x \circ z)$.

Let $(H, o)$ be a weak left cogroup with a left scalar identity $e$. The following relation $R$ defined on $H: x R y \Longleftrightarrow x \in y \circ e$ is an equivalence relation.
88. Theorem. The quotient $H / R$ endowed with the structure $a \circ e \otimes b \circ e=\{v \circ e \mid v \in a \circ b\}$ is a quasi-canonical hypergroup.
89. Theorem. Let $H$ be a subhypergroup of a cogroup $C$. Then
(i) $H$ is an invertible part of $H$ and a subcogroup of $C$;
(ii) if card $C<\chi_{0}$, then the order of $H$ divides the order of $C$.
90. Definition. A partial hyperalgebraic structure $\left\langle H, \circ, I,^{-1}\right\rangle$ is called a quasi-canonical hypergroupoid if "o" is a partial binary hyperoperation on $H$, i.e. a map from $H^{2}$ into $\mathcal{P}(H), I \subseteq H$ and ${ }^{-1}$ is a unary operation on $H$, such that the following conditions hold for any $(x, y, z) \in H^{3}$ :

1) $(x \circ y) \circ z=x \circ(y \circ z)$, which should be interpreted as follows: if either side is non-empty, then both sides are non-empty and the sets are equal.
2) $x \circ I=I \circ x=x$;
3) $x \in y \circ z \Longleftrightarrow y \in x \circ z^{-1} \Longleftrightarrow z \in y^{-1} \circ x$.

Quasi-canonical hypergroupoids are also called polygroupoids. They were introduced by S . Comer and correspond to the atom structures of systems of relations. Comer generalized polygroupoids to partial multi-valued loops.

## IV. Cyclic hypergroups.

91. Definition. A hypergroup $H$ is called cyclic with a generator $x$ if $\varphi_{H}(H)$ is a cyclic group generated from $\varphi_{H}(x)$.
92. Definition. An element $x$ of a hypergroup $H$ is called periodic of period $p(x)=n$ if $x^{n} \subset \omega_{H}$ and $n=\min \left\{k \in \mathbb{N} \mid x^{k} \subset \omega_{H}\right\}$.
93. Definition. A semihypergroup $H$ is called $s$-cyclic with $s$ generator $h \in H$ if for all $x \in H$ we have $x \in h^{n}$ forsome $n \in \mathbb{N}$.
94. Theorem. If $H$ is a cyclic and complete hypergroup, then it is commutative.
95. Definition. If $H$ is an $s$-cyclic semihypergroup with $s$ generator $h$, we call the cyclicity of $a \in H$ the integer

$$
m=\min \left\{q \in \mathbb{N}^{*}-\{1\} \mid a \in h^{q}\right\}
$$

We write $\operatorname{cycl}(a)=m$.
96. Theorem. A cyclic and complete semihypergroupis a join space.
97. Theorem. If $H$ is a cyclic and complete hypergroup and $h$ is its s-generator, such that $\operatorname{cycl}(h)=r$, then $H=\bigoplus_{t=2}^{r} h^{t}$.
98. Theorem. Every hypergroup $<H, \circ>$ is embeddable in a cyclic hypergroup $<K, \otimes>$, with $\omega_{K}=H$.

## V. $K_{H}$-hypergroups.

99. Definition. Let $<H, \circ>$ be a hypergroupoid and let $\{A(x)\}_{x \in H}$ be a family of pairwise disjoint non-empty sets.Let $K_{H}=\bigcup_{x \in H} A(x)$ and let us define

$$
\forall a \in K_{H}, \quad g(a)=x \Longleftrightarrow a \in A(x) .
$$

We define in $K_{H}$ the hyperoperation:

$$
\forall(a, b) \in K_{H}^{2}, \quad a \square b=\bigcup_{z \in g(a) \circ g(b)} A(z)
$$

100. Theorem.
1) $(H, \circ)$ is a semihypergroup if and only if $\left\langle K_{H}, \square\right\rangle$ is a semihypergroup;
2) ( $H, \circ$ ) is a hypergroup if and only if $<K_{H}$, $\square>$ is a hypergroup.
101. Notation. For any $P \in \mathcal{P}^{*}(H)$, set $K(P)=\bigcup_{x \in P} A(x)$.
102. Theorem.
1) $E\left(K_{H}\right)=K\left(E_{H}\right)$;
2) $\forall a \in K_{H}, i(a)=K(i(g(a)))=g^{-1}(i(g(a)))$.

## 103. Theorem.

1) If $P$ is a complete part of $<H, \circ\rangle$, then $K(P)$ is a complete part of $<K_{H}, \square>$.
2) If $P$ is a non-empty part of a semi-hypergroup $H$, then $P$ is a subhypergroup of $H$ if and only if $K(P)$ is a subhypergroup of $K_{H}$.
104. Theorem. $\forall(x, y) \in H^{2}, \forall(u, v) \in A(x) \times A(y)$, if $u \beta_{K_{H}} v$ then $x \beta_{H} y$.
105. Theorem. If $H$ is a hypergroup, then $\omega_{K_{H}}=K\left(\omega_{H}\right)$.
106. Theorem. If $H$ is a hypergroup, then:
1) $\left\langle K_{H}, \square>\right.$ is regular if and only if $(H, \circ)$ is regular;
2) $<K_{H}, \square>$ is reversible if and only if $(H, \circ)$ is reversible;
$3)<K_{H}, \square>$ is feebly quasi-canonical if and only if $(H, \circ)$ is feebly quasi-canonical.

## Hyperrings, hypermodules and vector hyperspaces

107. Definition. A (Krasner) hyperring is a hyperstructure $<A,+, \cdot, 0>$ where:
1) $(A,+)$ is a canonical hypergroup;
2) $(A, \cdot)$ is a semigroup endowed with a two-sided absorbing element 0 ;
3) the product distributes from both sides over the sum.
108. Definition. A hyperfield is a Krasner hyperring $(K,+, \cdot, 0)$, such that $(K-\{0\}, \cdot)$ is a group.
109. Definition. Let $x$ be an element of a hyperring $A$. If $o(x)=\infty$, we say that the characteristic of $x$ is zero and we set: $\chi(x)=0$. If $o(x) \neq \infty$, we set $\chi(x)=h$, where $h$ is the principal order of $x$ in the canonical hypergroup $<A,+>$.
110. Definition. We call the characteristic $\chi(A)$ of $A$ the least common multiple ( $\ell . c . m$.) of $\chi(x)$ for $x \in A$ if it exists and is $\neq 0$, otherwise we set $\chi(A)=0$.
111. Remark. If $y=a x$, then $\chi(y)$ divides $\chi(x)$.
112. Definition. If $<A,+, \cdot>$ is a hyperring and $B$ is a nonempty subset of $A$, we say that $<B,+, \cdot>$ is a subhyperring of $A$ if:
$(B,+)$ is a canonical subhypergroup of $<A,+>$ and $(B, \cdot)$ is a subsemigroup of $(A, \cdot)$.

We say that $B$ is a left hyperideal of $A$ if $(B,+)$ is a canonical subhypergroup of $A$ and $A \cdot B \subset B$.

Similarly, we can define the notion of right hyperideal and of the two-sided hyperideal of $A$.
113. Proposition. The heart $\omega_{A}$ of $<A,+>$ is a hyperideal of $<A,+, \cdot>$.
114. Proposition. Let $A$ and $B$ be respectively a hyperring and a two-sided hyperideal of $A$. If in the quotient $A / B=(A,+) /(B,+)$ we set $(x+B)(y+B)=x y+B$, then the structure $(A / B,+, \cdot)$ is a hyperring.
115. Definition. Let $A$ be a hyperring. We say that $<M,+, \circ>$ is a right $A$-hypermodule if

1) $(M,+)$ is a canonical hypergroup;
2) $\circ$ is a scalar single-valued operation, that is a function which associates with any pair $(x, a) \in M \times A$ an element $x \circ a \in M$, such that $\forall(x, y) \in M^{2}, \forall(a, b) \in A^{2}$, the following conditions hold:

$$
\begin{aligned}
& 1^{\circ} .(x+y) \circ a=x \circ a+y \circ a ; \\
& 2^{\circ} . x \circ(a+b)=x \circ a+x \circ b ; \\
& 3^{\circ} . x \circ(a \cdot b)=(x \circ a) \circ b ; \\
& 4^{\circ} . x \circ 0=0 .
\end{aligned}
$$

If $A$ is endowed with a unit $1, M$ is called unitary if $\forall x \in M$, $x \circ 1=x$.
116. Definition. If $K$ is a hyperskewfield, then a right unitary hypermodule $<V,+, \circ>$ is called $K$-vectorial hyperspace.
117. Definition. If $M$ and $M^{\prime}$ are right $A$-hypermodules (where $A$ is a hyperring) and $f: M \longrightarrow M^{\prime}$ is a map, we say that $f$ is a homomorphism if: $\forall(x, y) \in M^{2}, f(x+y)=f(x)+f(y)$ and $\forall(x, a) \in M \times A, f(x \circ a)=f(x) \circ a$.
118. Proposition. Let $M$ be a right A hypermodule and $N$ a subhypermodule of $M$ (that is a canonical subhypergroup such that $\forall a \in A, N \circ a \subset N)$. If we set $\forall(x, y) \in M^{2}, x R y \Longleftrightarrow x+N=$ $=y+N$ and we define on the quotient $M / R, \forall(x, y) \in M^{2}$, $(x+M)+(y+N)=\{v+N \mid v \in x+y\}, \forall a \in A,(x+N) \circ a=x \circ a+N$, then we obtain on $M / R$ (denoted by $M / N)$ a structure of right hypermodule.

## $H_{v}$-structures

One of the topics of great interest, in the last years, is the study of weak hyperstructures, so-called $H_{v}$-structures. The class of $H_{v^{-}}$ structures is the largest class of algebraic hyperstructures.

These structures satisfy weak axioms, where the non-empty intersection replaces the equality.

This topic was introduced in 1990 by Vougiouklis ([413]) and studied by himself and then by R. Migliorato and their students. R. Ameri has introduced the categories of $H_{v}$-groups and $H_{v}$-modules.

Vougiouklis abbreviated the weak associativity by wASS and the weak commutativity by cow.
119. Definition. A hypergroupoid $(H, \cdot)$ is called an $H_{v}-$ group if the weak associativity is satisfied, that is:

$$
\forall(x, y, z) \in H^{3}, x \cdot(y \cdot z) \cap(x \cdot y) \cdot z \neq \emptyset
$$

and also the reproductive axiom holds:

$$
\forall x \in H, x \cdot H=H \cdot x=H .
$$

A hypergroupoid which satisfies only ( $\alpha$ ) is called $H_{v}$-semigroup.
120. Definition. Let $\left(H_{1}, \cdot\right)$ and $\left.H_{2}, *\right)$ be two $H_{v}$-groups. A map $f: H_{1} \rightarrow H_{2}$ is called a weak homomorphism if:

$$
\forall(x, y) \in H_{1}^{2}, f(x \cdot y) \cap f(x) * f(y) \neq \emptyset .
$$

Let ( $H, \cdot$ ) be an $H_{v}$-group. The relation $\beta^{*}$ is the smallest equivalence relation on $H$, such that the quotient $H / \beta^{*}$ is a group.

It is called the fundamental group and $\beta^{*}$ is called the fundamental equivalence relation on $H$.

The relation $\beta$ is defined on an $H_{v}$-group in the same way as in a hypergroup.

Finally $\beta^{*}$ is the transitive closure of $\beta$.
121. Definition. An $H_{v}$-group ( $H, \mathrm{o}$ ) is called an $H_{b}$-group if there exists a group operation "." on $H$, such that $\forall(x, y) \in H^{2}$, we have $x \cdot y \in x \circ y$.
122. Definition. An $H_{v}$-ring is a hyperstructure $(R,+, \cdot)$, where both hyperoperations" + " and "." are weakly associative, "." weakly distributed over " + " from both sides and " + " is reproductive.

Let $\mathcal{U}$ be the set of all finite polynomials of elements of $R$ over $\mathbb{N}$.

Let us define the relation $\gamma$ on $R$, as follows:

$$
x \gamma y \Longleftrightarrow \exists u \in \mathcal{U}, \text { such that }\{x, y\} \subseteq u
$$

Let $\gamma^{*}$ denote the transitive closure of $\gamma$.
Note that $\gamma^{*}$ is the smallest equivalence relation on $R$ such that the quotient $R / \gamma^{*}$ is a ring.

The relation $\gamma^{*}$ is called the fundamental relation of $R$ and is the main tool for the study of $H_{v}$-rings.
123. Definition. The $H_{v}$-ring $(R,+, \cdot)$ is called an $H_{v}-f i e l d$ if the ring $R / \gamma^{*}$ is a field.

Let us denote by $\omega^{*}$ the kernel of the canonical map

$$
\pi: R \rightarrow R / \gamma^{*}
$$

124. Definition. An $H_{v}$-ring $(R,+, \cdot)$ is called a reproductive $H_{v}$-field if the following condition holds:

$$
\forall x \in R-\omega^{*}, x \cdot\left(R-\omega^{*}\right)=\left(R-\omega^{*}\right) \cdot x=R-\omega^{*}
$$

The importance of the reproductivity with respect to the hyperoperation "." consists in the representations in the diagonal form.
125. Definition. A matrix whose entries are elements of an $H_{v^{-}}$ ring is called $H_{v}$-matrix.
$H_{v}$-matrices have been especially studied by Vougiouklis.
126. Definition. A cow group $(M,+)$ is called a left $H_{v}$-module over an $H_{v}$-ring $R$, if for every $\alpha \in R$ there is a map $(a, x) \longmapsto a x$ from $R \times M$ into $\mathcal{P}^{*}(M)$ such that $\forall(a, b) \in R^{2}, \forall(x, y) \in M^{2}$, we have

$$
\begin{aligned}
& a(x+y) \cap(a x+a y) \neq \emptyset \\
& (a+b) x \cap(a x+b x) \neq \emptyset \\
& (a b) x \cap a(b x) \neq \emptyset
\end{aligned}
$$

The fundamental relation $\varepsilon^{*}$ in $M$ over $R$ is the smallest equivalence relation on $M$, such that $M / \varepsilon^{*}$ is a module over the ring $R / \gamma^{*}$.
$\varepsilon^{*}$ is constructed as follows:
Let $(M,+)$ be an $H_{v}$-module over an $H_{v}$-ring $R$. Let $\mathcal{U}$ be the set of all expressions consisting of finite hyperoperations either on $R$ and $M$ or the external hyperoperation applied on finite sets of elements of $R$ and $M$.

Define a binary relation $\varepsilon$ on $M$ by:

$$
x \varepsilon y \Longleftrightarrow \exists u \in \mathcal{U}, \text { such that }\{x, y\} \subset u
$$

and denote by $\varepsilon^{*}$ the transitive closure of the relation $\varepsilon$.
In the fundamental module $\left(M / \varepsilon^{*}, \oplus, \odot\right)$ over $R / \gamma^{*}$, the hyperoperations $\oplus$ and $\odot$ are defined as follows:
$\forall(x, y) \in M^{2}, \varepsilon^{*}(x) \oplus \varepsilon^{*}(y)=\varepsilon^{*}(z)$ for any $z \in \varepsilon^{*}(x)+\varepsilon^{*}(y)$
$\forall a \in R, \forall x \in M, \gamma^{*}(a) \odot \varepsilon^{*}(x)=\varepsilon^{*}(z)$, for any $z \in \gamma^{*}(a) \cdot \varepsilon^{*}(x)$.
Definition 127. An $H_{v}$-semigroup $(H, \cdot)$ is called $h / v$-group if the quotient $H / \beta^{*}$ is a group.

Remark 128. In a similar way as above, the $h / v$-rings, $h / v$-fields, $h / v$-modulus, $h / v$-vector spaces are defined. These structures has been studied by T. Vougiouklis.

## Chapter 1

## Some topics of Geometry

- Several branches of geometry can be treated as certain kinds of hypergroups, known as join spaces. Introduced by W. Prenowitz and studied afterwards by him together with J. Jantosciak, the concept of a join space is "sufficiently general to cover the theories of ordered and partially ordered linear, spherical and projective geometries, as well as abelian groups".
- If we consider a spherical geometry and identify antipodal points, we obtain a projective geometry. This construction can be described in the context of join spaces as follows:

Let $J$ be the set of points of a spherical join space and for any $a \in J$, let $\bar{a}=\left\{a, a^{-1}\right\}$. Let $\bar{J}=\{\bar{a} \mid a \in J\}$. We define on $\bar{J}$ the following hyperoperation:

$$
\bar{a} \circ \bar{b}=\{\bar{x} \mid x \in \bar{a} \cdot \bar{b}\}
$$

where "." is the hyperoperation of the spherical join space.
Theorem. (see [168]) ( $\bar{J}, \circ$ ) is a projective join space, such that $\forall \bar{a} \in \bar{J}, \bar{a} \circ \bar{a}=\bar{a} / \bar{a}=\{\bar{e}, \bar{a}\}$, where $\bar{e}$ is the identity.

The results of $\S 1, \S 2, \S 3$ of this chapter are due to W. Prenowitz and W. Prenowitz-J. Jantosciak. Using the notion of join space, they have rebuilt several branches of geometry.

We start by presenting some important and interesting examples of join spaces, suggested by three types of geometris:

## 1) Affine join spaces over ordered fields

Let $L$ be a vector space over an ordered field $K$. We define the following hyperoperation on $L$ :

$$
\forall(x, y) \in L^{2}, x \circ y=\{\alpha x+\beta y \mid \alpha>0, \beta>0, \alpha+\beta=1\}
$$

Then ( $L, \circ$ ) is a join space, called the affine join space over $K$.

## 2) Ray spaces over ordered fields

Let $L$ be a vector space over an ordered field $K$. Given $x \in L$, the ray $\vec{x}$ is the set $\{\lambda x \mid \lambda>0\}$. Let $R$ be the family of rays of $L$. Let us define on $R$ the following hyperoperation $\otimes$ :
$\forall(\vec{x}, \vec{y}) \in R^{2}, \vec{x} \otimes \vec{y}$ is the set of rays determined by the elements of $x \circ y$, where " 0 " is the hyperoperation defined in 1).

Then $(R, \otimes)$ is again a join space, called the ray space of $L$.
We can obtain the following interesting isomorphism:
Let $L$ be a real vector space, with an inner product, let $S$ be a hypersphere of $L$ centered at 0 , the zero of $L$ and the bijection function $x \rightarrow \vec{x}$ from $S$ onto $R-\{\overrightarrow{0}\}$. The (open) minor arc $\widehat{x y}$ of a great circle with endpoints $x$ and $y$ is mapped onto $\vec{x} \otimes \vec{y}$. Let $e$ be an "ideal element", introduced to correspond to $\overrightarrow{0}$ and let $S^{*}=S \cup\{e\}$. Then $S^{*}$ can be converted into a join space isomorphic to $(R, \otimes)$, where the hyperproduct of two distinct nonopposite points $x$ and $y$ of $S$ is $\widehat{x y}$.

## 3) Projective join spaces over a division ring

Let $M$ be a left module over a division ring $R$. For $x \in M$ we denote by $x^{*}$ the linear manifold of $M$ determined by $x \in M$, that is $x^{*}=\{\lambda x \mid \lambda \in R, \lambda \neq 0\}$.

We define the following hyperoperation o on the family $L$ of all linear manifolds of $M$.:
$\forall\left(x^{*}, y^{*}\right) \in L^{2}, x^{*} \square y^{*}$ is the set of linear manifolds determined by the elements of $x^{*}+y^{*}$,
where "+" is the addition in $M$ applied to subsets of $M$. Then $(L, \square)$ is a join space, called the linear manifold space of $M$ (or a projective join space over $R$ ). We have: $\forall a^{*} \in L, a^{*} \square 0^{*}=a^{*}$ and $\left(0^{*} \in a^{*} \square x^{*} \Longleftrightarrow x^{*}=a^{*}\right)$.

Notice that if we define a point to be any element of $L-\left\{0^{*}\right\}$ and a line as any set of the following type $x^{*} \square y^{*} \cup\left\{x^{*}, y^{*}\right\}$ (where $\left.x^{*} \neq y^{*}\right)$, then the sets of points and lines form an analytic projective geometry over $R$. Moreover, all analytic projective geometries can be obtained by this construction.

Now, we present some important connections between classical geometries and join spaces, established by W. Prenowitz and then, by him and by J. Jantosciak.

## §1. Descriptive geometries and join spaces

Essentially, a descriptive geometry is the linear geometry of a convex region.

The Euclidean, hyperbolic and other classic geometries are examples of descriptive geometry.

Descriptive geometries were studied by Coxeter, Pasch, Peano, Hilbert, Moore, Russell and their work culminated in the definitive treatment by Veblen.

1. Definition. A descriptive geometry is a pair $(S, R)$, where $S$ is a set of elements, called points and $R$ is a ternary relation on $S$, called betweenness, satisfying the following conditions: For $(a, b) \in S^{2}, a \neq b$, the line $a b$ is the set $\{x \in S \mid x=a$ or $x=b$ or $(x, a, b) \in R$ or $(a, x, b) \in R$ or $(a, b, x) \in R\}$.
$\mathrm{P} 1)$ if $(a, b, c) \in R$, then $a, b, c$ are distinct;
P2) if $(a, b, c) \in R$, then $(c, b, a) \in R$ and $(b, c, a) \notin R$;

P3) if $(a, b, c, d) \in S^{4}, a \neq b, c \neq d$ and $\{c, d\} \subset a b$, then $a \in c d$.
P4) if $(a, b) \in S^{2}, a \neq b$, there is $c \in S$, such that $(a, b, c) \in R$;
P5) there exist three points not in the same line;
P6) (the Transversal Postulate) if $(a, b, c) \in S^{3}, a \neq b \neq c \neq a$, $a \notin b c$ and if $(d, e) \in S^{2}$, such that $(b, c, d) \in R$ and $(c, e, a) \in R$, then there is $f \in d e$, such that $(a, f, b) \in R$.
2. Definition. If $(a, b) \in S^{2}, a \neq b$, then the set $[a, b]=\{x \in S \mid$ $(a, x, b) \in R\}$ is called by segment $[a, b]$.

The set $\{x \in S \mid(x, a, b) \in R\}$ is called a ray and it is said to emanate from $a$.

We characterize descriptive geometries in terms of join spaces.
We define on $S$ the following hyperoperation $\forall(x, y) \in S^{2}$, $x \neq y$, we have $x \circ y=\{t \mid(x, t, y) \in R\}$ and $x \circ x=\{x\}$.

We obtain that ( $S, \circ$ ) is a join space, called the descriptive join space or the associated join space of the descriptive geometry $(S, R)$.

Indeed, the associativity of " $O$ " is essentially an algebraic restatement of the Transversal Postulate P6); however, it has greater deductive power, since no restriction on $a, b, c$ is assumed.

From P4), it results that $\forall(a, b) \in S^{2}, a \neq b$, we have $a / b \neq \emptyset$. We call $a / b$ the extension of $a$ from $b$.

Notice that $a / a=\{a\}$ and $a \circ b=b \circ a$ for any $(a, b) \in S^{2}$.
The implication $a / b \cap c / d \neq \emptyset \Longrightarrow a \circ d \cap b \circ c \neq \emptyset$ is in essence a reformulation of the Transversal Postulate P6), of Peano, which may be stated in its conventional form: "Segments which join two vertices of a triangle to respective points of their opposite sides intersect".

Notice that the line $a b$ is the set $a \circ b \cup a / b \cup b / a \cup\{a, b\}$.

Now, let us consider a join space $(J, \circ)$, for which

$$
\forall a \in J, a \circ a=a / a=\{a\}
$$

Define on $J$ the following ternary relation:

$$
(a, b, c) \in R \Longleftrightarrow a \neq c \text { and } b \in a \circ c .
$$

3. Theorem. If $(a, b, c) \in R$, then $a \circ b \cap b \circ c=\emptyset$.

Proof. Supose to the contrary that there is $(a, b, c) \in R$, such that $a \circ b \cap b \circ c \neq \emptyset$. Since $(a, b, c) \in R$, we get $\beta \in a \circ c$. We obtain $a \in(b \circ c) / b$ and $a \in b / c$. So $(b \circ c) / b \cap b / c \neq \emptyset$, whence $b \circ c=\{b\}$. Hence $c \in b / b=\{b\}$, that means $b=c$. Since $a \in(b \circ c) / b$, it results $a=b=c$, contrary to hypothesis. Therefore $a \circ b \cap b \circ c=\emptyset$.
4. Corollary. If $(a, b, c) \in R$, then $a, b, c$ are distinct.
5. Theorem. If $(a, b, c) \in R$ and $(b, c, d) \in R$, then $(a, b, d) \in R$ and $(a, c, d) \in R$.
Proof. We have $b \in a \circ c$ and $c \in b \circ d$, whence $b / a \cap b \circ d \neq \emptyset$, so $b \in a \circ b \circ d$. Thus $\{b\}=b / b \cap a \circ d \neq \emptyset$, that is $b \in a \circ d$. If $a=d$, then $b=a=d$, a contradiction to $(b, c, d) \in R$. Then $a \neq d$ and since $b \in a \circ d$, we get $(a, b, d) \in R$.

Similarly, we obtain $(a, c, d) \in R$.

In a similar way, we can prove the following results:
6. Theorem. If $(a, b, c) \in R$ and $(a, c, d) \in R$, then $(a, b, d) \in R$ and $(b, c, d) \in R$.
7. Theorem. If $(a, b, x) \in R$ and $(a, b, y) \in R$, then $(x, a, y) \notin R$ and $(x, b, y) \notin R$.

Similarly, if $(a, x, b) \in R$ and $(a, y, b) \in R$, then $(x, a, y) \notin R$ and $(x, b, y) \notin R$.

The following theorem establishes a first connection between the conditions of a join space and the postulates of a descriptive geometry.
8. Theorem. The ternary relation $R$ on $J$ satisfies postulates P 1$)$, P2), P4), P6).

Proof. P1) is a consequence of Theorem 3.
By Theorem $5,(a, b, c) \in R$ and $(b, c, a) \in R$ imply $(a, b, a) \in R$, a contradiction with corollary 4 . Therefore, we have P2).

P4) is essentially a restatement of the fact that $\forall(a, b) \in J^{2}$, there is $x \in J$, such that $a \in b \circ x$.

Now, let us verify P6). Suppose $a, b, c$ are distinct and such that $a$ does not belong to the line $b c$ and $(b, c, d) \in R,(c, e, a) \in R$, that is $c \in b \circ d$ and $e \in c \circ a$. From here, we obtain $a \circ b \cap e / d \neq \emptyset$.

Let $f \in a \circ b \cap e / d$. Then $(a, f, b) \in R$. If $d \neq e$, then $f$ belongs to the line $d e$.

Suppose $d=e$. By Theorem 5, we have $(b, c, d) \in R,(c, e, a) \in R$, whence $(b, c, a) \in R$, that means $a$ belongs to the line $b c$, contrary to the hypothesis. Therefore $d \neq e$ and so, we obtain P6).
9. Remark. The direct sum of two join spaces is a join space.
10. Theorem. The postulate P3) is independent of the conditions of a join space definition.
Proof. Let us define the following hyperoperation on $\mathbb{R}$ : $\forall(a, b) \in \mathbb{R}^{2}, a \circ a=\{a\}$ and $a \circ b$ is the set of all real numbers between $a$ and $b$.

Let $J=\mathbb{R} \times \mathbb{R}$. The element $\left(x_{1}, x_{2}\right)$ of the cartesian plane $J$ will be denoted by $x$.

Choose elements $a, b, c, d$ in $J$, such that $\forall i \in\{1,2\}, a_{i}<b_{i}<c_{i}$, $c_{1}=d_{1}$ and $c_{2}<d_{2}$.

The line $a b$ is composed of $a, b$, all the points which are above and on the right of $b$, all points which are below and on the left of $a$ and all points which are simultaneously above and on the right of $a$ and below and on the left of $b$, that is

$$
\begin{gathered}
a b=\left\{x=\left(x_{1}, x_{2}\right) \in J \mid\left[x_{1}=a_{1} \text { and } x_{2}=a_{2}\right]\right. \text { or } \\
{\left[x_{1}=b_{1} \text { and } x_{2}=b_{2}\right] \text { or }\left[b_{1}<x_{1} \text { and } b_{2}<x_{2}\right] \text { or }} \\
\left.\left[a_{1}<x_{1}<b_{1} \text { and } a_{1}<x_{2}<b_{2}\right] \text { or }\left[x_{1}<a_{1} \text { and } x_{2}<a_{2}\right]\right\} .
\end{gathered}
$$

The line $c d$ is the ordinary Euclidean vertical line $c d$, that is $c d=$ $=\left\{x=\left(x_{1}, x_{2}\right) \in J \mid c_{1}=d_{1}=x_{1}\right\}$.

We have $\{c, d\} \subset a b$, where $c \neq d$, but $a \notin c d$.
Hence P3) is not verified in $J$, which means postulate P3) is independent of the conditions of join space definition.

Some notions we shall use in the following:
Let ( $J, \circ$ ) be a join space, satisfying $(\tau)$.
For $S \subset J$, then we denote by $<S>$ the least closed subhypergroup of $(J, \circ)$, which contains $S$ and we call it the closed subhypergroup generated by $S$.

We say that $S$ is a set of generators of $\langle S\rangle$.
If $A$ and $B$ are closed subhypergroups of $(J, \circ)$ and $B$ is a maximal proper subset of $A$, then we say that $A$ covers $B$.

If $S \subset J$ and $\forall(a, b) \in S^{2}$, we have $a \circ b \subset S$, we say that $S$ is closed under "o" or, in geometrical language, $S$ is convex.
11. Proposition. If $S_{1}$ and $S_{2}$ are convex, then also $S_{1} \cap S_{2}$, $S_{1} \circ S_{2}$ and $S_{1} / S_{2}$ are convex.
Proof. We have

$$
\begin{aligned}
& \left(S_{1} \circ S_{2}\right) \circ\left(S_{1} \circ S_{2}\right)=\left(S_{1} \circ S_{1}\right) \circ\left(S_{2} \circ S_{2}\right) \subset S_{1} \circ S_{2} \text { and } \\
& \left(S_{1} / S_{2}\right) \circ\left(S_{1} / S_{2}\right) \subset\left(\left(S_{1} / S_{2}\right) \circ S_{1}\right) / S_{2}= \\
& \quad=\left(S_{1} \circ\left(S_{1} / S_{2}\right)\right) / S_{2} \subset\left(\left(S_{1} \circ S_{1}\right) / S_{2}\right) / S_{2} \subset\left(S_{1} / S_{2}\right) / S_{2}= \\
& \quad=S_{1} /\left(S_{2} \circ S_{2}\right) \subset S_{1} / S_{2} \text { (by Theorem 64, 5),4),3), p.12). }
\end{aligned}
$$

Now, let $N$ be a closed subhypergroup of ( $J, \circ$ ) and $a \in J$. Then $N /(N / a)$, denoted $(a)_{N}$, is called the coset of $N$ determined by $a$.
12. Theorem. Let $N$ be a closed subhypergroup of $(J, \circ)$. Then the cosets of $N$ are closed under "०", are mutually disjoint and cover J.

Proof. By Proposition 11, $\forall a \in J,(a)_{N}$ is closed under "o". We also have $a \in(a)_{N}$, since $\forall(a, b) \in J^{2}, b \in a /(a / b)$. We have to
show only that the cosets are disjoint, that is if $a \in(b)_{N}$, then $(a)_{N}=(b)_{N}$. Since $a \in N /(N / b)$, it follows

$$
\begin{gathered}
N / a \subset N /(N /(N / b)) \subset(N \circ(N / b)) / N \subset(N / b) / N= \\
=N /(b \circ N)=(N / N) / b=N / b, \text { see Theorem } 64,3), 4), 5), \text { p.12 }) .
\end{gathered}
$$

On the other hand, from $a \in N /(N / b)$ it follows $b \in N /(N / a)$, so that $N / b \subset N / a$, by the above argument. Therefore $N / a=N / b$, whence $(a)_{N}=(b)_{N}$.

We shall denote by $J / / N$ the set of all cosets of $N$ determined by elements of $J$. Define on $J / / N$ the hyperoperation:

$$
(a)_{N} \otimes(b)_{N}=\left\{(x)_{N} \mid x \in a \circ b\right\}
$$

## 13. Remarks.

1. The hyperproduct " $\otimes$ " of cosets in $J / / N$ is independent of the elements of $J$, which determine the cosets.
2. $J / / N$ has a unique identity element, namely $N$ and if $n \in N$, then $(n)_{N}=N$. Indeed, if $n \in N$, then $(n)_{N}=N /(N / n)=N$.
3. Proposition. For each element $A$ of $J / / N$, there exists a unique element $X$ such that $N \in A \otimes X$.
Proof. Suppose $N \in A \otimes X$, where $A=(a)_{N}$ and $X=(x)_{N}$. Then $(a)_{N} \otimes(x)_{N}=\left\{(t)_{N} \mid t \in a \circ x\right\} \ni N$, that means there is $n \in N$, such that $n \in a \circ x$. Hence $a \in N / x$ so that $X=N /(N / x) \supset N / a$.

Since the cosets of $N$ are disjoint, there exists at most one $X$ such that $N \in A \otimes X$.

On the other hand, if we choose $x \in N / a$ then $X=(x)_{N}$ satisfies $N \in A \otimes X$.
$X$ will be called the inverse of $A$ and will be denoted by $A^{\prime}$.

## 15. Corollaries.

1. We have $\forall A \in J / / N,\left(A^{\prime}\right)^{\prime}=A$;
2. $(a)_{N}^{\prime}=\left(a^{\prime}\right)_{N}$ if and only if $a \circ a^{\prime} \cap N \neq \emptyset$ (i.e. $a^{\prime} \in N / a$ ).

The order of $J / / N$ is the cardinality of the set $J / / N$.
16. Remark. If we restrict $J$ to be an Euclidean space and $N$ a point, then $J / / N$ is essentially the set of rays issuing from $N$.

Projecting the rays of $J / / N$ onto a hypersphere centered at $N$, we see that $J / / N$ is essentially a spherical space; we define the minor arc of a great circle joining two points as their "hyperproduct".
17. Definition. If $A$ and $B$ are closed subhypergroups of $(J, o)$ such that $B \subset A$ and the order of $A / / B$ is 3 , then we say that $B$ separates $A$.

Now, we introduce three new postulates, for a join space ( $J, \circ$ ) (in which condition ( $\tau$ ) holds), necessary to characterize a descriptive geometry.

J1) If $(a, b) \in J^{2}, a \neq b$, then $\langle a, b>$ covers $a$.
This is a consequence of the postulate "two points belong to a unique line".
18. Remarks.

1) A join space satisfying J 1 ) is an exchange space.
2) J 1 ) is independent of conditions of join space definition and of condition ( $\tau$ ).

Indeed, it is sufficient to consider $J=\mathbb{R} \times \mathbb{R}, \forall(a, b) \in \mathbb{R}^{2}$, $a \circ a=\{a\}$ and $a \circ b$ is the set of all real numbers between $a$ and $b$.

As in Theorem 10, we consider $a, b, c, d$ in $J$, such that $\forall i \in\{1,2\}, a_{i}<b_{i}<c_{i}, c_{1}=d_{1}$ and $c_{2}<d_{2}$, where $x=\left(x_{1}, x_{2}\right)$, $\forall x \in J$.

We have $\langle c, b\rangle=J,\langle c, d\rangle$ is represented by the vertical "line" $c d$. Therefore $c \in<c, d>\subset<c, b>$ and $<c, d>\neq<c, b>$. Thus $c$ makes J 1 ) invalid in $J$, but all the conditions of a join space definition as well as ( $\tau$ ) are satisfied
19. Definition. A subset $B$ of a closed subhypergroup $A$ of an exchange space $J$ is called a basis of $A$ if it is independent and furthermore $\langle B\rangle=A$.

Any closed subhypergroup of an exchange space has a basis.
Any two bases of $A$ have the same cardinal number called the dimension of $A$, denoted by $d(A)$.

If $B$ is another closed subhypergroup of $(J, \circ)$, such that $B \subset A$, then $d(B) \leq d(A)$.

If $A$ and $B$ are finite dimensional closed subhypergroups of ( $J, \circ$ ), such that $A \cap B \neq \emptyset$ then the dimensional equality holds:

$$
d(<A, B>)+d(A \cap B)=d(A)+d(B)
$$

If $A$ covers $B$, then $d(A)=d(B)+1$.
If $d(A)=n$ is finite, any independent set of $n$ elements of $A$ is a basis of $A$.

The following postulate J2) establishes that ( $J, \circ$ ) contains two closed subhypergroups $A, B$ such that $B$ separates $A$.

We may restate it, as follows:
J2) There exist $A$ and $B$, closed subhypergroups of ( $J, \circ$ ) such that $B \subset A$ and $A / / B$ has order 3.

J2) is verified in a descriptive geometry, since we can take $A$ to be any line and $B$ one of its points.

In order to avoid introducing the hypothesis $d(J)>2$ in the following theorems, we postulate

J3) $d(J)>2$
meaning $J$ contains a set of three independent elements.
20. Theorem. Let $N$ be a closed subhypergroup of $(J, \circ)$ and $\left(a, b, a^{\prime}, b^{\prime}\right) \in J^{4}$, such that $a \circ a^{\prime} \cap N \neq \emptyset \neq b \circ b^{\prime} \cap N$. Then $\langle a, b, N\rangle=N /(a \circ b) \cup N /\left(a \circ b^{\prime}\right) \cup N /\left(a^{\prime} \circ b\right) \cup N /\left(a^{\prime} \circ b^{\prime}\right) \cup N / a \cup$ $\cup N / b \cup N / a^{\prime} \cup N / b^{\prime} \cup N$.

Proof. First of all, notice that if $A$ and $B$ are closed subhypergroups of ( $J, \circ$ ) such that $A \cap B \neq \emptyset$ then $<A, B>=A / B$ (by Theorem 74, p.14). We have

$$
\begin{aligned}
<a, b, N> & =\ll a, N>,<b, N \gg=<a, N>/<b, N>= \\
& =\left(N \cup N / a \cup N / a^{\prime}\right) /\left(N \cup N / b \cup N / b^{\prime}\right)= \\
& (\text { see [312], Theorem 10.6, Corollary } 2) \\
& =N / N \cup N /(N / b) \cup N /\left(N / b^{\prime}\right) \cup(N / a) / N \cup \\
& \cup(N / a) /(N / b) \cup(N / a) /\left(N / b^{\prime}\right) \cup\left(N / a^{\prime}\right) / N \cup \\
& \cup\left(N / a^{\prime}\right) /(N / b) \cup\left(N / a^{\prime}\right) /\left(N / b^{\prime}\right) .
\end{aligned}
$$

Notice that $(N / x) /(N / y)=(N /(N / y)) / x=\left(N / y^{\prime}\right) / x=N /\left(x \circ y^{\prime}\right)$ (by Theorem 69, p.13). On the other hand, $N / N=N$, so we obtain the desired result.
21. Corollary. If $N$ is a closed subhypergroup of $(J, \circ)$, then $<a, b, N>/ / N=(a)_{N} \otimes\left(b_{N}\right) \cup(a)_{N} /(b)_{N} \cup(b)_{N} /(a)_{N} \cup\left((a)_{N} \otimes\right.$ $\left.\otimes(b)_{N}\right)^{\prime} \cup(a)_{N} \cup(b)_{N} \cup(a)_{N}^{\prime} \cup(b)_{N}^{\prime} \cup N$.
22. Theorem. $\forall(a, b) \in J^{2}$, we have

$$
<a, b>=a \circ b \cup a / b \cup b / a \cup\{a, b\} .
$$

Proof. The result is trivial if $a=b$ and thus suppose $a \neq b$.
By J3), there is an element $x$ such that $a, b, x$ are distinct and form an independent set.

According to Corollary 21, if $t \in<a, b>$ there are at most nine sets into which $(t)_{x}$ can fall. We shall consider these possibilities:

1) Suppose $(t)_{x} \in(a)_{x} \otimes(b)_{x}$. Then there is $t^{\prime} \in a \circ b$, such that $(t)_{x}=\left(t^{\prime}\right)_{x}$. We show $t=t^{\prime}$. We have $t^{\prime} \in<x, t>$ so that $\left\{t, t^{\prime}\right\} \subset<a, b>\cap<x, t>$. On the other hand, by the dimensional equality, we have $d(<a, b>\cap<x, t>)=d(<a, b\rangle)+$ $+d(<x, t>)-d(\ll a, b>,<x, t \gg)=2+2-3=1$, since $\ll a, b>,<x, t \gg=<a, b, x>$. Hence $<a, b>\cap<x, t>$ consists of a single element, so that $t=t^{\prime}$ and $t \in a \circ b$.
2) Now, consider the possibility $(t)_{x} \in(a)_{x} /(b)_{x}$.

We have $(a)_{x} \in(t)_{x} \otimes(b)_{x}$, so that there is $a^{\prime} \in b \circ t$, such that $(a)_{x}=\left(a^{\prime}\right)_{x}$. If $t=b$, then $a^{\prime}=b$ and $(a)_{x}=(b)_{x}$, contrary to the independence of $a, b, x$. Hence $t \neq b$. By J1), from $<a, b>\supset<b, t>\ni b$, we obtain $<b, t>=<a, b>$, whence $a \in<a, x>\cap<b, t>$.

On the other hand, $a^{\prime} \in<a, x>\cap<b, t>$. Applying the dimensional equality, as above, we obtain $a=a^{\prime}$. Therefore, $a \in b \circ t$, so $t \in a / b$. Similarly, $(t)_{x} \in(b)_{x} /(a)_{x}$ implies $t \in b / a$. If $(t)_{x}=(a)_{x}$ we obtain $t=a$ and similarly, $(t)_{x}=(b)_{x}$ implies $t=b$.
3) Now, suppose $(t)_{x} \subset\left((a)_{x} \otimes(b)_{x}\right)^{\prime}=(a \circ b)_{x}$. Then there exists $\tilde{t} \in a \circ b$, such that $(t)_{x}=(\widetilde{t})_{x}^{\prime}$. From here it follows $t \circ \tilde{t} \ni x$. Since $\{t, \tilde{t}\} \subset<a, b>$, it follows $x \in t$ o $\tilde{t} \subset<a, b>$, which is impossible since $a, b, x$ are distinct and form an independent set.

In a similar way, we can show that the other three possibilities for $(t)_{x}$ vacuous. Therefore $t \in a \circ b \cup a / b \cup b / a \cup\{a, b\}$ and $<a, b>=$ $=a \circ b \cup a / b \cup b / a \cup\{a, b\}$.
23. Remark. Postulate J3) is essential for the validity of the last theorem. We can show this, constructing the following example:

Let $J=a x \cup a y \cup a z$, where $a x, a y, a z$ denote pairwise disjoint open intervals.

On $J$, we define the hyperoperation:

$$
\forall(u, v) \in J^{2}, u \neq v, \text { we have } u \circ u=u ; u \circ v=a u \cup a v
$$

where $a u$ and $a v$ are open segments.
Then ( $J, \circ$ ) is a join space, in which $(\tau)$ holds; moreover, J1) and J2) hold.

Let $c \in a x$ and $b \in a y$. Then J3) is invalid since $\langle c, b\rangle=J$ and $d(J)=2$. The last theorem fails, because

$$
c \circ b \cup c / b \cup b / c \cup\{c, b\}=a x \cup a y \neq<c, b>.
$$

The following theorem is a characterization of descriptive geometries.
24. Theorem. Descriptive geometries are characterized as join spaces satisfying J1), J2), J3) and ( $\tau$ ).
Proof. Let $(S, R)$ be a descriptive geometry. $\forall(x, y) \in S^{2}, x \neq y$, we define $x \circ x=\{x\}$ and $x \circ y=\{t \mid(x, t, y) \in R\}$. Then $(S, \circ)$ is a join space, which verifies J 1 ), J 2 ), J 3 ) and ( $\tau$ ), as we have seen before.

Conversely, if $(J, \circ)$ is a join space satisfying $(\tau)$ then P 1$), \mathrm{P} 2)$, $\mathrm{P} 4)$ and P6) hold, as we have seen before.

Recall that $(a, b, c) \in R \Longleftrightarrow a \neq c$ and $b \in a \circ c$.
We have to show that J1), J2) and J3) imply P3) and P5).
The line $a b$ (where $a \neq b$ ) is the set $a \circ b \cup a / b \cup b / a \cup\{a, b\}$ and we have proved before that the line $a b$ coincides with $\langle a, b\rangle$.

We verify that: if $a \neq b$ and $\{c, d\} \subset<a, b>$, where $c \neq d$, then $\langle a, b\rangle=\langle c, d\rangle$. This follows from J1): for $c \neq a$ or $b$; suppose $c \neq a$. Then $\langle a, b\rangle \supset\langle a, c\rangle \ni a$ and by J1), it follows $\langle a, b\rangle=$ $=\langle a, c\rangle$. Thus $d \in\langle a, c\rangle$. Since $c \neq d$, we can show similarly $\langle a, c\rangle=\langle c, d\rangle$, so that $\langle a, b\rangle=\langle c, d\rangle$. This obviously implies P5).

We have to verify now only P3). By J3) there exist distinct elements $a, b, c$ of $J$, which form an independent set. Suppose $a, b, c$ are contained in a line, say the line $p q=\langle p, q\rangle$. But then $\langle a, b\rangle=\langle p, q\rangle \ni c$, contrary to the independence of $a, b, c$. Therefore, $a, b, c$ are not in the same line and so, P5) is verified.

## §2. Spherical geometries and join spaces

25. Definition. An (abstract) spherical geometry is a system ( $S, R$ ), where $S$ is a set of elements called points and $R$ is a ternary
relation on $S$ called betweenness, which satisfies the following postulates:
(i) if $(x, y, z) \in R$, then $x, y, z$ are distinct;
(ii) if $(x, y, z) \in R$, then $(z, y, x) \in R$;
(iii) for any $x$, there exists a unique $x^{\prime}$ (called the opposite of $x$ ) such that $x^{\prime} \neq x$ and the following implication holds:

$$
(x, u, v) \in R \Longrightarrow\left(u, v, x^{\prime}\right) \in R
$$

(iv) if $y \neq x$ and $y \neq x^{\prime}$, then there exists $u$ such that $(x, u, y) \in R$;
(v) if " $\circ$ " is defined in $(*)$ then $(x \circ y) \circ z=x \circ(y \circ z)$, whenever both members are defined.

## 26. Examples of spherical geometries:

1. Let $S$ be an Euclidean $n$-sphere and $R$ be defined as follows: $(x, y, z) \in R \Longleftrightarrow\left\{\begin{array}{l}x, z \text { are distinct and nonopposite and } \\ y \text { is an interior point of the minor arc } \\ \text { of a great circle with joins } x \text { and } z .\end{array}\right.$
Then $(S, R)$ is a spherical geometry, called the Euclidean spherical geometry.
2. Let $S$ be the set of rays emanating from a point of an ordered affine space of arbitrary (finite or infinite) dimension. We define

$$
(x, y, z) \in R \Longleftrightarrow\left\{\begin{array}{l}
x, z \text { are distinct } \\
\text { the ray } y \text { is interior to the angle } \\
\text { formed by the non-opposite rays } x \text { and } z
\end{array}\right.
$$

Then $(S, R)$ is a spherical geometry (which includes the first, in the sense of isomorphism).
We can define on $S$ the following partial hyperoperation: $\forall(x, y) \in S^{2}, y \neq x, y \neq x^{\prime}$, we have

$$
\begin{equation*}
x \circ y=\{t \mid(x, t, y) \ni R\}, x \circ x=\{x\} . \tag{*}
\end{equation*}
$$

Except in the trivial cases, it is impossible to extend this partial hyperoperation to an semihypergroup on $S$ :
27. Theorem. The partial hyperoperation (*) for a spherical geometry on at least three points does not extend to a semihypergroup.

Proof. Suppose such an extension of "o" possible in $S$.
I) First of all, we shall check the following equality:

$$
\begin{aligned}
& \forall(x, y) \in S^{2}, y \neq x, y \neq x^{\prime} \\
& x \circ\left(x^{\prime} \circ y\right)=x \circ y \cup\{y\} \cup x^{\prime} \circ y
\end{aligned}
$$

Notice that the hyperproduct $x \circ\left(x^{\prime} \circ y\right)$ can be considered. Indeed, since $y \neq x^{\prime}$, if we suppose $x^{\prime} \in x^{\prime} \circ y$, then we have $\left(x^{\prime}, x^{\prime}, y\right) \in R$, a contradiction. Thus, $x^{\prime} \notin x^{\prime} \circ y$. Moreover, $x \notin x^{\prime} \circ y$, otherwise $\left(x^{\prime}, x, y\right) \in R$, whence $(x, y, x) \in R$, a contradiction.

Therefore, we can consider the hyperproduct $x \circ\left(x^{\prime} \circ y\right)$. Now, we verify:

$$
u \in x \circ\left(x^{\prime} \circ y\right) \Longleftrightarrow u \in x \circ y \cup\{y\} \cup x^{\prime} \circ y
$$

$" \Longrightarrow "$ There exists $v \in x^{\prime} \circ y$, such that $u \in x \circ v$. Hence $\left(x^{\prime}, v, y\right) \in R$, whence $(v, y, x) \in R$ and so $(x, y, v) \in R$ and $\left(y, v, x^{\prime}\right) \in R$. It follows $x \neq v$ and $x^{\prime} \neq v$. On the other hand, from $u \in x \circ v$ it follows $(x, u, v) \in R$. If $u=y$ we have $u=y \in x \circ y \cup\{y\} \cup x^{\prime} \circ y$. Suppose $u \neq y$. Notice that if $(a, t, b) \in R$ and $(a, s, b) \in R, t \neq s$, then it can be easily verified that $(a, t, s) \in R$ or $(a, s, t) \in R$. Therefore, from $(x, u, v) \in R,(x, y, v) \in R$ and $u \neq y$ it results $(x, u, y) \in R$ or $(x, y, u) \in R$.

If $(x, u, y) \in R$, then $u \in x \circ y$.
If $(x, y, u) \in R$, then $\left(y, u, x^{\prime}\right) \in R$, whence $\left(x^{\prime}, u, y\right) \in R$ and so $u \in x^{\prime} \circ y$.

Therefore, $u \in x \circ y \cup\{y\} \cup x^{\prime} \circ y$.
$" \Longleftarrow "$ Suppose $u \in x \circ y$. Then $(x, u, y) \in R$. Since $y \neq x$ and $y \neq x^{\prime}$, there exists $z$, such that $\left(x^{\prime}, z, y\right) \in R$. Hence $(z, y, x) \in R$ and so $(x, y, z) \in R$. So we have $x^{\prime} \neq z$ and $x \neq z$.

Using the associative law, the following implication can be obtained:

$$
(a, b, c) \in R \text { and }(a, c, d) \in R \Longrightarrow(a, b, d) \in R .
$$

Hence, from $(x, u, y) \in R,(x, y, z) \in R$ it follows $(x, u, z) \in R$. Thus $u \in x \circ z$. From ( $x^{\prime}, z, y$ ) $\in R$ it follows $z \in x^{\prime} \circ y$. Therefore $u \in x \circ\left(x^{\prime} \circ y\right)$.

Now, suppose $u=y$. Then we obtain $u \in x \circ z$ and $z \in x^{\prime} \circ y$, with the same choice of $z$ and so $u \in x \circ\left(x^{\prime} \circ y\right)$.

Finally, suppose $u \in x^{\prime}$ oy. Then $\left(x^{\prime}, u, y\right) \in R$ and we have $u \neq x, u \neq x^{\prime}$.

Now choose $z$ such that $\left(x^{\prime}, z, u\right) \in R$. Then $(z, u, x) \in R$ and $(x, u, z) \in R$. From $\left(x^{\prime}, z, u\right) \in R$ and $\left(x^{\prime}, u, y\right) \in R$, we obtain $\left(x^{\prime}, z, y\right) \in R$, that means $z \in x^{\prime} \circ y$. On the other hand, $u \in x \circ z$ and so $u \in x \circ\left(x^{\prime} \circ z\right)$. Therefore $\forall(x, y) \in S^{2}, x \neq y \neq x^{\prime}$, we have $x \circ\left(x^{\prime} \circ y\right)=x \circ y \cup\{y\} \cup x^{\prime} \circ y$.
II) Suppose ( $x, p$ ) $\in S^{2}, x \neq p \neq x^{\prime}$. From I) and the associative law we obtain $\left(x \circ x^{\prime}\right) \circ p=x \circ p \cup\{p\} \cup x^{\prime} \circ p$. So, $p \in\left(x \circ x^{\prime}\right) \circ p$, that means there is $s \in x \circ x^{\prime}$, such that $p \in s \circ p$. If $p \neq s$ and $p \neq s^{\prime}$ then $p \in s \circ p$ implies $(s, p, p) \in R$, a contradiction.

Therefore $p=s$ or $p=s^{\prime}$. It follows $p \in x \circ x^{\prime}$ or $p^{\prime} \in x \circ x^{\prime}$. It is not restrictive to suppose $p \in x \circ x^{\prime}$. Since $x \neq p \neq x^{\prime}$, there exists $q \in S$, such that ( $\left.p^{\prime}, q, x\right) \in R$. Hence $(q, x, p) \in R$ and so $(p, x, q) \in R$, whence $x \in p \circ q$. Since $p \in x \circ x^{\prime}$, we obtain $x \in\left(x \circ x^{\prime}\right) \circ q$. But $q \neq x$ and $q \neq x^{\prime}$, and since $\left(x \circ x^{\prime}\right) \circ q=x \circ q \cup\{q\} \cup x^{\prime} \circ q$, we obtain $x \in x \circ q \cup\{q\} \cup x^{\prime} \circ q$. All the possibilities $x \in x \circ q$ (that is $(x, x, q) \in R), x=q, x \in x^{\prime} \circ q$ (that is $\left(x^{\prime}, x, q\right) \in R$, whence $(x, q, x) \in R)$ are false, and so the proof is complete.

However, we can enlarge $S$ by the adjunction of an "ideal point", which will play the role of an identity. In this manner we obtain a join space associated with the given spherical geometry.

Let $e \notin S$ and let $S^{\prime}=S \cup\{e\}$. We extend the hyperoperation "o" as follows:

$$
\left\{\begin{array}{l}
\forall x \in S, x \circ x^{\prime}=\left\{x, x^{\prime}, e\right\}  \tag{**}\\
\forall y \in S^{\prime}, y \circ e=e \circ y=y
\end{array}\right.
$$

Thus, we obtain a join space ( $S^{\prime}, \circ$ ) with identity " $e$ ".
Remark that the associative law holds for ( $S^{\prime}, \circ$ ).
Now, let us check the implication:

$$
a / b \cap c / d \neq \emptyset \Longrightarrow a \circ d \cap b \circ c \neq \emptyset
$$

Notice that $\forall a \in S^{\prime}, a$ has a unique inverse $a^{\prime}$ and $\forall(a, b) \in S^{\prime 2}$, $a / b=a \circ b^{\prime}$. So, $a / b \cap c / d \neq \emptyset$ implies $a \circ b^{\prime} \cap c \circ d^{\prime} \neq \emptyset$, whence $\{a\} \cap b \circ\left(c \circ d^{\prime}\right) \neq \emptyset$, hence $a / d^{\prime} \cap b \circ c \neq \emptyset$, that is $a \circ d \cap b \circ c \neq \emptyset$ (by Theorem 64, 2), p.12).

Therefore, $\left(S^{\prime}, \circ\right)$ is a join space, called the associated join space or a spherical join space of the spherical geometry $(S, R)$.
28. Theorem. A join space ( $J, \circ$ ) is the associated join space of $a$ spherical geometry if and only if ( $J, \circ$ ) has an identity and $\forall a \in J$, we have $a \circ a=a$ and $\forall x \in J, x$ distinct from the identity, $\langle x\rangle$ has cardinality 3.

Denote by $\langle x\rangle$ the least closed subhypergroup of $(J, \circ$ ) which contains $x \in J$.
Proof. " $\Longrightarrow$ Let ( $S^{\prime}, \circ$ ) be the associated join space of a spherical geometry $(S, R)$.

We have only to check that if $x \in S^{\prime}, x \neq e$, then the order of $<x\rangle$ is 3 . Any closed subhypergroup of ( $S^{\prime}, \mathrm{o}$ ) which contains $x$, must contain $\left\{x, x^{\prime}, e\right\}=X$. The set $X$ is the least closed subhypergroup of $S^{\prime}$ which contains $x$. Moreover $x \neq x^{\prime} \neq e \neq x$, hence $<x>$ has order 3.
$" \Longleftarrow "$ Let $e$ be the identity of $J$ and let $S=J-\{e\}$. We define the following ternary relation on $S$ :

$$
(x, y, z) \in R \Longleftrightarrow y \in x \circ z, z \notin\left\{x, x^{\prime}\right\}
$$

(where $x^{\prime}$ is the unique inverse of $x$ ).
Now, we show that $\forall x \in S, x \circ x^{\prime}=\left\{x, x^{\prime}, e\right\}$. Since $e \in$ $\in x \circ x^{\prime}$ it follows that $x \in x \circ\left(x \circ x^{\prime}\right)=(x \circ x) \circ x^{\prime}=x \circ x^{\prime}$. Similarly, $x^{\prime} \in x \circ x^{\prime}$. Moreover $x \neq e \neq x^{\prime} \neq x$. Indeed, if $x=x^{\prime}$, then $x \circ x^{\prime}=x \circ x=\{x\}$ and so $\{x, e\}$ is the least closed subhypergroup of ( $J, \circ$ ), which contains $x$ and so $<x>$ has order 2 , contrary to hypothesis.

Therefore $\left\{x, x^{\prime}, e\right\} \subset x \circ x^{\prime}$. But $\left\{x, x^{\prime}, e\right\}$ is the least closed subhypergroup which contains $x$, so $x \circ x^{\prime} \subset\left\{x, x^{\prime}, e\right\}$. Hence $x \circ x^{\prime}=$ $=\left\{x, x^{\prime}, e\right\}$.

Now, we shall verify that $\forall x \in S, x \circ e=x$, that is the identity $e$ is a scalar one. Indeed, we have $x \circ e \subset\left\{x, x^{\prime}, e\right\}$, which is a subhypergroup. Suppose to the contrary $e \in x \circ e$. Then $x^{\prime} \in x \circ e$, otherwise $x \circ e=\{x, e\}$ and so ord $x=2$, a contradiction.

Hence, $x^{\prime} \in x \circ e$, whence $x \in e / x^{\prime} \cap x^{\prime} / e$. Since ( $J, \circ$ ) is a join space, it follows that $e=x^{\prime}$, which is false.

We shall prove that $(S, R)$ is a spherical geometry.
(i) if $(x, y, z) \in R$, then we have $z \notin\left\{x, x^{\prime}\right\}$ and $y \in x \circ z$. Suppose to the contrary $y=x$. Then $x \in x \circ z$. On the other hand, ( $J, \circ$ ) is join space with a scalar identity, so it is a canonical hypergroup. From $x \in x \circ z$, we obtain $z \in x \circ x^{\prime}=\left\{x, x^{\prime}, e\right\}$, which is false. So, $y \neq x$. Similarly, we obtain $y \neq z$.
(ii) if $(x, y, z) \in R$ then $y \in x \circ z=z \circ x$, whence $(z, y, x) \in R$.
(iii) if $(x, u, v) \in R$, then $u \in x \circ v$, whence $v \in u \circ x^{\prime}$, hence $\left(u, v, x^{\prime}\right) \in R$.
(vi) if $y \notin\left\{x, x^{\prime}\right\}$, there is $u \in x \circ y$, and so $(x, u, y) \in R$.

Therefore, $(S, R)$ is a spherical geometry. Moreover, $(J, \circ)$ is the associated join space.

## §3. Projective geometries and join spaces

29. Definition. A projective geometry is a system $(S, T)$ where $S$ is a set of elements called points, and $T$ is a set of subsets of $S$, called lines, which satisfies the following properties:
(i) any line contains at least three points;
(ii) any two distinct points $a, b$ are contained in a unique line, denoted by $L(a, b)$;
(iii) if $a, b, c, d$ are distinct and $L(a, b) \cap L(c, d) \neq \emptyset$, then $L(a, c) \cap L(b, d) \neq \emptyset$.

We have already mentioned the connections between the projective join spaces and the analytic projective geometries.

Now, we wish to associate a join space with a given projective geometry.

Remember that in a projective join space ( $L$, व) over a division ring $R$, we have

$$
\begin{array}{ll}
\forall a \in L, & a \triangleright a=0 \quad \text { if } R=\mathbb{Z}_{2}, \\
a \triangleright a=\{a, 0\}, & \text { otherwise } .
\end{array}
$$

Moreover, if $R=\mathbb{Z}_{2}$, each line of the analytic projective geometry has exactly three points, otherwise each line has more than three points.

Therefore, when an abstract projective geometry $(S, T)$ contains a line, we are able to tell how the hyperoperation of a point to itself should be defined.

If we consider a projective geometry with one point and no lines, we are not able to discriminate between the two choices of the hyperproduct of the point to itself.

According to these considerations, we shall associate with a projective geometry ( $S, T$ ), a join space ( $S^{\prime}, \circ$ ) as follows: let $S^{\prime}=$ $=S \cup\{e\}$, where " $e$ " is the ideal point, which plays the role of $0^{*}$ ( $e \notin S$ ).

Case I. $T \neq \emptyset$.

1. If $(x, y) \in S^{2}, x \neq y$, then $x \circ y=L(x, y)-\{x, y\}$.
2. Let $x \in S$. If some line of $T$ contains exactly three points, then $x \circ x=\{e\}$, otherwise $x \circ x=\{x, e\}$.
3. If $a \in S^{\prime}, e \circ a=a \circ e=a$.

Case II. $T=\emptyset$.

1. if $S=\{a\}$, then we can define two hyperoperations on $S^{\prime}$ and for each of these, " $e$ " is an identity, so we have $a \circ a=\{e\}$, while for the other $a \circ a=\{a, e\}$.
2. if $S=\emptyset$, we define $e o e=\{e\}$.
3. Theorem. $\left(S^{\prime}, \circ\right)$ is a join space.

Proof. First of all, notice that:
( $\alpha$ ) $e \in x \circ y \Longleftrightarrow x=y$;
( $\beta$ ) Let $(x, y, z) \in S^{3}$. Then $x, y, z$ are distinct and collinear if and only if $z \in x \circ y$ and $x \neq y$.

Now, let us check that
( $\gamma) \forall(x, y) \in S^{\prime 2}, x / y=x \circ y$.

1. Indeed, if $(x, y) \in S^{2}, x \neq y$ and $z \in x \circ y$ then $z \in S$, so, by $(\beta)$, the points $x, y, z$ are distinct and collinear, whence $y, z, x$ are distinct and collinear, so that $x \in y \circ z$ and $z \in x / y$.

Conversely, if $z \in x / y$, then $x \in y \circ z$ and $z \in S$. If $y=z$ then $x \in y \circ y \subset\{y, e\}$, whence $x=y$, contradiction. Thus $y \neq z$ and the steps can be retraced to yield $z \in x \circ y$.
2. If $(x, y) \in S^{2}, x=y$. Suppose $x \circ x=e$. Then

$$
x / x=\{t \mid x \in x \circ t\}=e=x \circ x .
$$

Suppose $x \circ x=\{x, e\}$. Then

$$
x / x=\{t \mid x \in x \circ t\}=\{x, e\}=x \circ x .
$$

3. The remaining cases $x=e$, and $y=e$ are easily disposed of. So, $\forall(x, y) \in S^{\prime 2}$, we have $x / y=x \circ y$.

We have to check now that the following implication holds in $S^{\prime}$ :
$(\mu) x / y \cap z / t \neq \emptyset \Longrightarrow x \circ t \cap y \circ z \neq \emptyset$.
Since $x / y \cap z / t \neq \emptyset$ it results that there is $u \in x \circ y \cap z \circ t$.
Case 1. If $x, y, z, t$ are distinct in $S$ and noncollinear, then
$(L(x, y)-\{x, y\}) \cap(L(z, t)-\{z, t\}) \neq \emptyset$ and $L(x, y) \cap L(z, t) \neq \emptyset$.
By the definition of a projective geometry it follows $L(x, t) \cap L(y, z) \neq \emptyset$, so

$$
(x \circ t \cup\{x, t\}) \cap(y \circ z \cup\{y, z\}) \neq \emptyset
$$

Suppose $y \in x \circ t$. It results $t \in y / x=x \circ y$ so that $L(x, y) \cap L(z, t) \ni t$. But $u \in L(x, y) \cap L(z, t)$ and $u \neq t$. Therefore, $L(x, y)=L(z, t)$, contrary to hypothesis. Thus $y \notin x \circ t$. Similarly, $z \notin x \circ t, x \notin y \circ z$ and $t \notin y \circ z$. Hence the only possibility is $x \circ t \cap y \circ z \neq \emptyset$.
Case 2. If $x, y, z, t$ are distinct in $S$ and collinear, then by the definition of a projective geometry, we have $L(x, t)=L(x, y)=$ $=L(y, z)$. Hence, there is $u \in L(x, t) \cap L(y, z)$. Then $u \notin\{x, y, z, t\}$ implies $u \in x \circ t \cap y \circ z$.

Case 3. $x, y, z, t$ are not distinct and in $S$. Since the proof is based on $x \circ y \cap z \circ t \neq \emptyset$, it suffices to consider the situations $x=y, x=z$ and $x=t$.

The result is immediate for $x=z$.
If $x=y$, then we have two possibilities:
i) The result is clear for $z=t$.
ii) Thus let $z \neq t$. We have $u \in x \circ y=x \circ x \subset\{x, e\}$. Moreover $u \neq e$, otherwise $z=t$. Thus $u=x$ and by the definition of the hyperproduct in $S^{\prime}$, every line of the projective geometry $(S, T)$
contains at least four points. Since $x \in z \circ t$, points $x, z, t$ are distinct and collinear.

Let $v \in L(x, z), v \notin\{x, z, t\}$. Then $v \in x \circ t \cap x \circ z=x \circ t \cap y \circ z$.
If $x=t$. We may assume $x \notin\{y, z\}$. Then $u \in L(x, y) \cap L(x, z)$. Hence $u \neq x$ yields $L(x, y)=L(x, z)$. If $y=z$ then $x \circ t \cap y \circ z=$ $=x \circ x \cap y \circ y \ni e$. Suppose $y \neq z$. Then $x, y, z, u$ are distinct and collinear. By a well-known theorem of projective geometry, all lines of $(S, T)$ have the same cardinality and so contain at least four points. By the definition of the hyperproduct in $S^{\prime}$, we have $x \circ x=\{x, e\}$. Hence $x \circ t \cap y \circ z=x \circ x \cap y \circ z \ni x$.
Case 4. One of $x, y, z, t$ is $e$. Say $x=e$. Then $x \circ y \cap z \circ t \neq \emptyset$ yields $y \in z \circ t$, so that $x \circ t \cap y \circ z=\{t\} \cap y / z \neq \emptyset$. The other possibilities are treated similarly.

Now, let us verify the associativity. Suppose $w \in(x \circ y) \circ z$, where $(x, y, z) \in S^{\prime 3}$. Then $w / z \cap y / x=w / z \cap x \circ y \neq \emptyset$, whence, by $(\mu)$ it follows $w \circ x \cap z \circ y \neq \emptyset$. Then $w / x \cap y \circ z \neq \emptyset$ and $w \in x \circ(y \circ z)$. Thus $(x \circ y) \circ z \subseteq x \circ(y \circ z)$.

The reverse inclusion can be verified similarly and since the commutativity holds, $\left(S^{\prime}, \circ\right)$ is a join space.
31. Remark. " $e$ " is an identity of ( $S^{\prime}, \circ$ ) and $\forall a \in S$, we have $<a>=\{a, e\}$ since $\{a, e\} \subseteq<a>$ and $\{a, e\}$ is linear. Thus, $<a>$ has cardinality 2 , for any $a \in S$.
( $S^{\prime}, \mathrm{o}$ ) is called the associated join space of the projective geometry $(S, T)$ or a projective join space.

Except of the choice of " $e$ ", $\left(S^{\prime}, o\right)$ is unique, except when $S$ consists of a single point. In this case, there are only two associated join spaces.
32. Proposition. If $(J, \circ)$ is a join space with identity e, such that $<x>$ has cardinality 2 , for any $x \in J-\{e\}$, then $(J, \circ)$ is an exchange space, for which the following properties hold, for any $(x, y) \in(J-\{e\})^{2}:$
(i) $<x>=\{x, e\} ;$
(ii) $x^{-1}=x$;
(iii) $e \in x \circ x \subset\{x, e\}$;
(iv) $\langle x, y>=x \circ y \cup\{x, y, e\}$.

Proof. (i) follows directly from the hypothesis, whence (ii) results and then (iii) is immediate from (i) and (ii).
(iv) We have $<x, y>=\ll x>,<y \gg=<x>/<y>=$ $=<x>\circ<y>=\{x, e\} \circ\{y, e\}=x \circ y \cup\{x, y, e\}$.

Recall now that an exchange space is a join space which satisfies the following conditions:
I) if $x \in<y>$ and $x$ is not an identity then $\langle x\rangle=<y>$.
II) if $z \in<x, y>$ and $z \notin<y>$ then $<z, y>=<x, y>$.

Moreover, if the given join space has a scalar identity then I) and II) are equivalent (Theorem 75, p.14). So, it sufficies to verify I).

Let $u \in<x>, u \neq e$. By (i), we have $<x>=\{x, e\}$. Thus $u=x$ and $\langle u\rangle=\langle x\rangle$.
33. Lemma. Let $(J, \circ)$ be a join space with identity e and such that $<s>$ has cardinality 2, for any $s \neq e$. Suppose there exist $a, b$ in $J$, such that $a \circ b$ is a singleton and $e \notin\{a, b\}$. Then any hyperproduct of elements of $J$ is a singleton and $(J, \circ)$ is a commutative group.
Proof. First of all, we prove that there is $x \in J-\{e\}$, such that $x \circ x=e$. Suppose this is false. Let $y \in J$. By the above Proposition,

$$
e \in y \circ y \subset\{y, e\}, \text { whence } y \circ y=\{y, e\}
$$

Let $w=a \circ b$. Then

$$
\begin{gathered}
\{w, e\}=w \circ w=a \circ b \circ a \circ b=a \circ a \circ b \circ b=\{a, e\} \circ\{b, e\}= \\
=\{a b, a, b, e\}=\{w, a, b, e\}
\end{gathered}
$$

Since $e \notin\{a, b\}$ we have $a=b=w$ and then $a=a \circ a=\{a, e\}$, a contradiction.

Therefore, there exists $x \in J-\{e\}$, such that $x \circ x=e$.
We shall prove more, that $\forall r \in J$, we have $r \circ r=e$.
Suppose on the contrary $r \circ r \neq e$. We have $r \circ x \circ x=r \circ e=r$. Let $t \in r \circ x$. Then $t \circ x \subset r \circ x \circ x=r$, hence $t \circ x=r$. Since $r \circ r \neq e$, it results

$$
\{r, e\}=r \circ r=t \circ x \circ t \circ x=t \circ t \circ x \circ x=t \circ t \subset\{t, e\}
$$

Hence $r=t$ and $r \circ x=r$, whence $x \in r / r=\{r, e\}$ so that $x=r$, contradiction with $r \circ r \neq e$.

Therefore, $\forall r \in J, r \circ r=e$.
Finally, we prove that $\forall(u, v) \in J^{2}, u \circ v$ is a singleton. Let $r_{1} \in u \circ v \ni r_{2}$. Then

$$
r_{1} \circ r_{2} \subset u \circ v \circ u \circ v=u \circ u \circ v \circ v=e \circ e=e
$$

whence $r_{1}=r_{2}$ as desired.
34. Theorem. Let $(J, \circ)$ be a join space with identity $e$, such that $<t>$ has cardinality 2 for $\forall t \in J-\{e\}$. Then $(J, \circ)$ is the associated join space of a projective geometry.

Proof. Let $S=J-\{e\}$. The element of $S$ will be called the points. Let $L(x, y)=<x, y>-\{e\}$, if $(x, y) \in S^{2}, x \neq y$. We call $L(x, y)$ a line and we denote the set of all lines by $T$.

We prove that $(S, T)$ is a projective geometry and $(J, \circ)$ is the associated join space.

First of all, we shall check that $\forall(x, y) \in S^{2}, x \neq y$, we have

$$
L(x, y)=x \circ y \cup\{x, y\}
$$

By the above Proposition, we have

$$
L(x, y)=<x, y>-\{e\}=(x \circ y \cup\{x, y, e\})-\{e\}=x \circ y \cup\{x, y\}
$$

Now, we verify that any line is a set of points, which contains at least three points. Let $(x, y) \in S^{2}, x \neq y$. We have $L(x, y) \subset S$.

Suppose $x \in x \circ y$. Then $y \in x / x \subset\{x, e\}$, which is false. So, $x \notin x \circ y$ and similarly, $y \notin x \circ y$. Therefore, $L(x, y)$ contains at least three points.

We verify that any two distinct points are contained in a unique line. Indeed, if $(a, b) \in S^{2}, a \neq b$, then $a \in L(a, b) \ni b$. Suppose that $a \in L(x, y) \ni b$. Then $\{a, b\} \subset<x, y>$ and $\{a, b\}$ is independent.

By the Exchange Theorem, we have that $\langle a, b\rangle=\langle x, y\rangle$, so that $L(a, b)=L(x, y)$.

Finally, we verify that if $a, b, c, d$ are distinct and $L(a, b) \cap$ $\cap L(c, d) \neq \emptyset$, then $L(a, c) \cap L(b, d) \neq \emptyset$. From $L(a, b) \cap L(c, d) \neq \emptyset$, it follows $(a \circ b \cup\{a, b\}) \cap(\operatorname{cod} \cup\{c, d\}) \neq \emptyset$. Suppose that $a \circ b \cap \operatorname{cod} \neq \emptyset$. Then $a \circ b^{-1} \cap d \circ c^{-1} \neq \emptyset$ and $a / b \cap d / c \neq \emptyset$. Hence $a \circ c \cap b \circ d \neq \emptyset$ and so $L(a, c) \cap L(b, d) \neq \emptyset$.

Now, suppose that $c \in a \circ b$. Then $b \in c / a=a \circ c$, whence $L(a, c) \cap L(b, d) \neq \emptyset$.

The remaining cases are symmetrical to $c \in a \circ c$.
Therefore $(S, T)$ is a projective geometry,
The next step is to verify that $(J, \circ)$ is the associated join space of $(S, T)$. Consider $S^{\prime}=S \cup\{e\}=J$. If $J=\{e\}$ then $S=\emptyset$ and $T=\emptyset$ and ( $J, \circ$ ) is an associated join space of $(S, T)$ by definition. If $J=\{u, e\}, u \neq e$, then $S=\{u\}, T=\emptyset$. We have $e \circ u=u \circ e=u$, $e \circ e=e$ and $e \in u \circ u$. Hence $u \circ \imath:=e$ or $u \circ u=\{u, e\}$ and in both cases ( $J, \circ$ ) is an associated join space of $(S, T)$.

Suppose now that $J$ has at least 3 elements, that is $S$ has at least two elements and $T \neq \emptyset$.

The associated join space ( $\left.S^{\prime}, ~ \square\right)$ of $(S, T)$ is in this case defined as follows:

$$
\begin{aligned}
& \text { for }(x, y) \in S^{2}, x \neq y, x \square y=L(x, y)-\{x, y\}, \\
& \text { if } x \in S \text { and if some line of } T \text { contains exactly three points, } \\
& \text { then } x \square x=e \text {; otherwise, } x \square x=\{x, e\} ; \\
& \text { if } x \in S^{\prime}, e \square x=x \square e=x .
\end{aligned}
$$

Now, we have only to verify that

$$
\left(S^{\prime}, ~ \text { ৫ }\right)=\left(S^{\prime}, \text { ০ }\right) .
$$

For $\forall x \in S^{\prime}, x \circ e=x \square e$. For all $x \in S^{\prime}, x \circ e=x \square e$. If $(x, y) \in S^{2}$, $x \neq y$, we obtain as above that $\{x, y\} \cap x \circ y=\emptyset$. Then we have $x 口 y=L(x, y)-\{x, y\}=x \circ y$.

Finally, consider $x \in S$. Suppose that some line $L(u, v)$ of $T$ contains exactly three points, so that $x \square x=e$. Since $L(u, v)=$ $=u \circ v \cup\{u, v\}$, we see that $u \circ v$ is a singleton. By the Lemma, it results that $x \circ x$ is a singleton. Hence $x \circ x=e$ and $x \square x=x \circ x$ and the theorem is proved.

Now, we can characterize projective geometries in terms of join spaces as follows:
"A join space ( $J, \circ$ ) is the associated join space of a projective geometry if and only if it has an identity $e$ and $\forall x \in J-\{e\}$, $\langle x\rangle$ has cardinality 2 ."

## §4. Multivalued loops and projective geometries

In this paragraph, we prove that the associated join space of a finite projective geometry ( $S, T$ ) with $N$ points on each line ( $N \geq 3$ ) is isomorphic to a quotient of an ordinary loop modulo a special equivalence relation. The following results have been obtained by St. Comer.

Let $(A, \cdot, e)$ be a loop and $\rho$ an equivalence relation on $A$. If $\widehat{x}, \widehat{y}$ and $\hat{z}$ are equivalence classes, and $\hat{z} \subseteq \widehat{x} \cdot \hat{y}$, we say that $\hat{z}$ is ( $\widehat{x}, \hat{y}$ )-projective if $\forall u \in \widehat{x}, \exists v \in \widehat{y}$ such that $u \cdot v \in \widehat{z}$ and $\forall v_{1} \in \widehat{y}, \exists u_{1} \in \widehat{x}$, such that $u_{1} \cdot v_{1} \in \hat{z}$. We say that the equivalence relation $\rho$ is special if $\{e\}$ is an equivalence class and every product $\widehat{x} \cdot \widehat{y}$ of equivalence classes is a union of $(\hat{x}, \widehat{y})$-projective equivalence classes.

A quasihypergroup $(B, \cdot, e)$ (where $e \in B$ ) is called a multivalued loop if $e$ is a scalar identity of $B$ and $\forall a \in B$, there exist unique $x, y$ in $B$ such that $e \in a x \cap y a$.

It is easy to verify that a quotient of a loop $(A, \cdot, e)$ modulo a special equivalence relation $\rho$ is a multivalued loop $(A / \rho, *\{e\})$, where $\widehat{z} \in \widehat{x} * \widehat{y}$ if and only if $\widehat{z} \subseteq \widehat{x} \cdot \widehat{y}$. Note that not every multivalued loop is isomorphic to a quotient of a loop modulo a special equivalence relation (see [43, Prop. 2]).

## The construction of the corresponding loop and of a special equivalence relation

Let ( $S^{\prime}, \circ$ ) be an associated join space of the finite projective geometry $(S, T)$ with $N$ points on each line $(N \geq 3)$. We shall construct a loop $(L, \cdot, q)$ and a special equivalence relation $\rho$ on $L$, such that $\left(S^{\prime}, \circ\right)$ is isomorphic to $(L / \rho, *\{q\})$.

Case I: First, we consider a finite projective geometry $(S, T)$, where each line contains $N$ points, $N \geq 4$. Let us denote the points of $S$ by $p_{1}, p_{2}, \ldots$ For each $p_{i}$, we choose a set $A_{i}$ with exactly $N-2$ elements, such that $\forall i \neq j, A_{i} \cap A_{j}=\emptyset$.

Let $q$ be an element, such that $q \notin \bigcup_{i} A_{i}$. Set $L=\{q\} \cup \bigcup_{i} A_{i}$ and let $\rho$ be the equivalence relation on $\stackrel{i}{L}$, for which $\{q\}$ and ${ }^{i}$ the $A_{i}$ are the equivalence classes.

If $p_{i} \neq p_{j}$, then let $L\left(p_{i}, p_{j}\right)=\left\{p_{k_{1}}, \ldots, p_{k_{N}}\right\}$, where $k_{1}<k_{2}<\cdots<k_{N}$. Let $L\left(p_{i}, p_{j}\right)^{*}$ be obtained from $L\left(p_{i}, p_{j}\right)$ by permuting $\left(p_{k_{1}}, \ldots, p_{k_{N}}\right)$ cyclically to start with $p_{i}$ and then deleting $p_{i}$ and $p_{j}$.

Let $L\left(p_{i}, p_{j}\right)^{*}=\left(p_{s^{i j}(1)} \ldots p_{s^{i j}(N-2)}\right)$. If $F$ is a finite subset of $S$ and $p_{i} \in F$, we say that $p_{i}$ has rang $n$ in $F$, if $p_{i}$ is the $n^{\text {th }}$ element of $F$, with respect to the linear ordering induced by the indices.

For $i \neq j$ and $p_{m} \in L\left(p_{i}, p_{j}\right)-\left\{p_{i}, p_{j}\right\}$ let $r^{i j}(m)$ be the rank of $p_{j}$ in $L\left(p_{i}, p_{j}\right)-\left\{p_{i}, p_{m}\right\}$ and let $\widetilde{r}^{i}(j)$ be the rank of $p_{j}$ in $L\left(p_{i}, p_{j}\right)$.

Notice that if $p_{i}, p_{j}, p_{m}$ are three distinct collinear points, then $\widetilde{r}^{i}(j)=\widetilde{r}^{m}(j)$. We also find that

$$
r^{i j}(m)= \begin{cases}\widetilde{r}^{i}(j), & \text { if } i>j<m \\ \widetilde{r}^{i}(j)-1, & \text { if } i<j<m, \text { or } m<j<i \\ \widetilde{r}^{i}(j)-2, & \text { if } i<j>m .\end{cases}
$$

In the following, we regard the second index $k$ of $a_{i, k} \in A_{i}$ as an integer modulo $N-1$, hence sums and differences involving these indices are calculated modulo $N-1$.

Let us define the following operation on $L$ :
$\forall a \in L, q \cdot a=a \cdot q=a$
$\forall\left(a_{i, k}, a_{i, \ell}\right) \in A_{i}^{2}, a_{i, k} \cdot a_{i, \ell}= \begin{cases}a_{i, k+\ell}, & \text { if } k+\ell \not \equiv 0(\bmod N-1) \\ q, & \text { if } k+\ell \equiv 0(\bmod N-1)\end{cases}$
$\forall i \neq j, a_{i, k} \cdot a_{j, \ell}=a_{m, n}$, where

$$
\begin{align*}
& m=\left\{\begin{array}{ll}
s^{i j}(k+\ell-1), & \text { if } i<j \\
s^{i j}(k+\ell), & \text { if } i>j
\end{array}\right. \text { and } \\
& n=r^{i j}(m)+k-1(\bmod N-1) .
\end{align*}
$$

We verify that $(L, \cdot, q)$ is a loop and $\left(S^{\prime}, \circ\right) \simeq(L / \rho, *,\{q\})$.
Case II: As above, a similar loop construction for the case $N=3$ also yields a loop whereby the special corresponding equivalence relation is the identity. Therefore, this construction does not give us the desired isomorphism.

As above, order the set $P$ of all points of $(S, T)$ as $p_{1}, p_{2}, \ldots$ For each $p_{i}$, choose pairwise disjoint two-element sets $A_{i}=\left\{a_{i 0}, a_{i 1}\right\}$ and $q \notin \bigcup_{i} A_{i}$. Let $L=\{q\} \cup \bigcup_{i} A_{i}$ and $\rho$ defined as in Case I.

We define the following operation on $L$ :

$$
\begin{aligned}
& \forall a \in L, a \cdot q=q \cdot a=a, \\
& \forall\left(a_{i k}, a_{i \ell}\right) \in A_{i}^{2}, a_{i k} \cdot a_{i \ell}= \begin{cases}q, & \text { if } k \neq \ell \\
a_{i, k+\ell}, & \text { if } k=\ell\end{cases}
\end{aligned}
$$

where $k+\ell$ is calculated $\bmod 2)$ and $\forall i \neq j a_{i k} \cdot a_{j \ell}=a_{m n}$, where $n=k+\ell(\bmod 2)$ and $m$ is such that $p_{m}=L\left(p_{i}, p_{k}\right)-\left\{p_{i}, p_{k}\right\}$.
35. Theorem. With the above constructions, we have:

1) $(L, \cdot, q)$ is a loop;
2) $\rho$ is a special equivalence relation on $L$;
3) $\left(S^{\prime}, \circ\right) \simeq(L / \rho, *\{q\})$.

Proof. We verify for the case $N \geq 4$. The case $N=3$ is similar but simpler.

1) First, we check that in the equality $z=x y, z$ and any of $x$ and $y$ determines uniquely the other.

It is immediate if $q \in\{x, y, z\}$.
Let $x=a_{i k}, y=a_{j \ell}$ and $z=a_{m n}$. If $\operatorname{card}\{i, j, m\} \leq 2$, then $i=j=m$ and the conclusion is immediate.

Suppose $i \neq j \neq m \neq i$. We have two possibilities:
a) $a_{i k}$ and $a_{m n}$ are given. Notice that $r^{i j}(m)$ increases monotonically with $j$, so there exists a unique $p_{j} \in L\left(p_{i}, p_{m}\right)-\left\{p_{i}, p_{m}\right\}$, $r^{i j}(m)+k-1 \equiv n(\bmod N-1)$. Now, we can obtain, in a similar way, the unique $h$ such that $s^{i j}(h)=m$. If $i<j$, we can obtain $\ell$ uniquely from $h=k+\ell-1(\bmod N-1)$, and respectively, if $i>j$, from $h=k+\ell(\bmod N-1)$.
b) $a_{j \ell}$ and $a_{m n}$ are given. First, suppose $j<m$. We have

$$
r^{i j}(m)= \begin{cases}\widetilde{r}^{i}(j)-1, & \text { if } i<j \\ \widetilde{r}^{i}(j), & \text { if } i>j\end{cases}
$$

We seek $i$ and $k$, which satisfy the equalities: $r^{i j}(m)=n-k+1$ and $\left[\left(s^{i j}(k+\ell-1)=m\right.\right.$, if $\left.i<j\right)$ or $\left(s^{i j}(k+\ell)=m\right.$, if $\left.\left.i>j\right)\right]$.

Using the definition of $r^{i j}(m)$ and the fact that $\widetilde{r}^{i}(j)=\widetilde{r}^{m}(j)$, we obtain:

$$
\begin{aligned}
& \text { if } i<j, \quad k=n-\tilde{r}^{m}(j)+2, \quad \text { respectively } \\
& \text { if } i>j, \quad k=n-\tilde{r}^{m}(j)+1,
\end{aligned}
$$

whence, $s^{i j}\left(n-\widetilde{r}^{m}(j)+\ell+1\right)=m$, for $i<j$ and also for $i>j$.
In the last equality, $j, \ell, m$ and $n$ are known and $i$ is unknown and from this equality we obtain uniquely $i$.

With this value for $i$, we obtain a unique solution for $k$.
The case $j>m$ is similar.
2) It is sufficient to verify that for $i \neq j, A_{i} A_{j}$ is a union of $\left(A_{i}, A_{j}\right)$-projective equivalence classes $A_{m}$.

Let the multiplication rule be:

$$
\mu: A_{i} \times A_{j} \rightarrow \bigcup_{m \notin\{i, j\}} A_{m}
$$

From the equalities $(\gamma)$, we obtain the map $\mu$ is an onto map.
Now, we have to only show that each $A_{m}$ (for $m \notin\{i, j\}$ ) is $\left(A_{i}, A_{j}\right)$-projective, that is we have to check that $\forall a_{i k} \in A_{i}$, $\exists a_{j \ell} \in A_{j}$, such that $a_{i k} a_{j \ell} \in A_{m}$ and symmetrically. This can be easily obtained from ( $\gamma$ ).
3) An isomorphism between $\left(S^{\prime}, \circ\right)$ and $(L / \rho, *,\{q\})$ is given by:

$$
f: S^{\prime} \rightarrow L / \rho, f(a)= \begin{cases}\{q\}, & \text { if } a=e \\ A_{i}, & \text { if } a=p_{i} \in S\end{cases}
$$

36. Remark. The paper [43] presentes a relationship between multivalued loops and representations of atomic structures of certain 3-dimensional cylindric algebras.

## Chapter 2

## Graphs and Hypergraphs

> Since the middle of the last century, Graph Theory has been an important tool in different fields, like Geometry, Algebra, Number Theory, Topology, Optimization, Operations Research, Median Algebras and so on. To solve new combinatorial problems, it was necessary to generalize the concept of a Graph.

> The notion of a "hypergraph" appeared around 1960 and one of the initial concerns was to extend some classical results of graph theory.

> Hypergraph Theory is an useful tool for discrete optimization Problems.

> A very good presentation of Graph and Hypergraph Theory is in C. Berge [442] and Harary [448].

> In this chapter, we have presented some important connections between Graph, Hypergraph Theory and Hyperstructure Theory.

## §1. Generalized graphs and hypergroups

The following results on generalized graphs and hypergroups have been obtained by M. Gionfriddo.

1. Definition. Let $V \subseteq G, V \neq \emptyset$, where $G$ is a finite non-empty
set and $f: G \rightarrow \mathcal{P}(G)$, such that:
(i) $G-V \neq \emptyset$;
(ii) $\forall x \in V, f(x)=\{x\}$;
(iii) $\forall y \in G-V, f(y) \in \mathcal{P}(V)$ and $|f(y)|=n+1$ for some $\in \mathbb{N}^{*}$.

The pair $(G, f)$ is called a (generalized) graph on $G$ of dimension $n$ or an $n$-graph.

Every $x \in V$ is called a vertex of $(G, f)$ and each $y \in G-V$ is called an edge of $(G, f)$.

A connected graph is a graph $(G, f)$ such that $\forall(x, y) \in V^{2}$, there exists $E=\left\{e_{1}, e_{2}, \ldots, e_{h}\right\} \subseteq G-V$, with $x \in f\left(e_{1}\right), y \in f\left(e_{h}\right)$ and $\forall i \in\{1,2, \ldots, h-1\}=I_{h-1}$, we have $f\left(e_{i}\right) \cap f\left(e_{i+1}\right) \neq \emptyset$.

Now, for a non-empty set $M$ set

$$
\mathcal{H}(M)=\left\{f: M \rightarrow \mathcal{P}^{*}(M) \mid \bigcup_{x \in M} f(x)=M\right\}
$$

2. Theorem. Define on $\mathcal{H}(M)$ the following hyperoperation *:

$$
\begin{aligned}
& \forall(h, k) \in \mathcal{H}(M)^{2}, \\
& h * k=\left\{\ell \in \mathcal{H}(M) \mid \forall x \in M, \quad \ell(x) \subseteq \bigcup_{y \in k(x)} h(y)\right\} .
\end{aligned}
$$

Then $(\mathcal{H}(M), *)$ is a regular hypergroup.
Proof. Let us verify first the associativity law, that is

$$
\forall(h, k, \ell) \in \mathcal{H}(M)^{3}, h *(k * \ell)=(h * k) * \ell
$$

First of all, we check that $\forall x \in M, \forall(h, k, \ell) \in \mathcal{H}(M)^{3}$, we have

$$
\bigcup_{t \in \ell(x)}\left(\bigcup_{y \in k(t)} h(y)\right)=\bigcup_{y \in \bigcup_{t \in \ell(x)} k(t)} h(y)
$$

On the other hand, we have:

$$
\begin{aligned}
u \in \bigcup_{t \in \ell(x)}\left(\bigcup_{y \in k(t)} h(y)\right) & \Longrightarrow\left(\exists t_{1} \in \ell(x): u \in \bigcup_{y \in k\left(t_{1}\right)} h(y)\right) \Longrightarrow \\
& \Longrightarrow u \in \bigcup_{y \in \bigcup_{t \in \ell(x)} k(t)} h(y) .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& u \in \bigcup_{y \in \bigcup_{t \in \ell(x)} k(t)} h(y) \Longrightarrow\left(\exists y_{1} \in \bigcup_{t \in \ell(x)} k(t):\right. \\
& \left.u \in h\left(y_{1}\right)\right) \Longrightarrow\left(\exists t_{1} \in \ell(x): y_{1} \in k\left(t_{1}\right)\right. \text { and } \\
& \left.u \in h\left(y_{1}\right)\right) \Longrightarrow u \in \bigcup_{y \in k\left(t_{1}\right)} h(y) \Longrightarrow u \in \bigcup_{t \in \ell(x)}\left(\bigcup_{y \in k(t)} h(y)\right) \text {. }
\end{aligned}
$$

For any $(h, k) \in \mathcal{H}(M)^{2}$, we denote by $a_{h, k}$ the element of $h * k$, for which

$$
\forall x \in M, a_{h, k}(x)=\bigcup_{y \in k(x)} h(y)
$$

We have:

$$
\begin{aligned}
& u \in h *(k * \ell)=\bigcup_{u \in k * \ell} h * u \Longrightarrow \\
& \Longrightarrow\left(\exists u_{1} \in k * \ell: u \in h * u_{1}\right) \Longrightarrow \\
& \Longrightarrow\left(\exists u_{1} \in k * \ell: \forall x \in M, u(x) \subseteq \bigcup_{y \in u_{1}(x)} h(y)\right) \Longrightarrow \\
& \Longrightarrow\left(\forall x \in M, u(x) \subseteq \bigcup_{y \in \cup_{t \in \ell(x)} k(t)} h(y)=\bigcup_{t \in \ell(x)}\left(\bigcup_{y \in k(t)} h(y)\right)\right) \Longrightarrow \\
& \Longrightarrow\left(\forall x \in M, u(x) \subseteq \bigcup_{t \in \ell(x)} a_{h, k}(t)\right) \Longrightarrow \\
& \Longrightarrow u \in a_{h, k} * \ell \Longrightarrow u \in(h * k) * \ell .
\end{aligned}
$$

Conversely,

$$
\begin{aligned}
& u \in(h * k) * \ell \Longrightarrow u \in \bigcup_{v \in h * k} v * \ell \Longrightarrow\left(\exists v_{1} \in h * k: u \in v_{1} * \ell\right) \Longrightarrow \\
& \Longrightarrow\left(\exists v_{1} \in h * k: \forall x \in M, u(x) \subseteq \bigcup_{t \in \ell(x)} v_{1}(t) \subseteq \bigcup_{t \in \ell(x)}\left(\bigcup_{y \in k(t)} h(y)\right)=\right. \\
& \left.=\bigcup_{y \in \bigcup_{t \in \ell(x)} k(t)} h(y)\right) \Longrightarrow\left(\forall x \in M, u(x) \subseteq \bigcup_{y \in a_{k, \ell}(x)} h(y)\right) \Longrightarrow \\
& \Longrightarrow u \in h * a_{k, \ell} \Longrightarrow u \in \bigcup_{v \in k * \ell} h * v=h *(k * \ell) .
\end{aligned}
$$

Therefore, $\forall(h, k, \ell) \in \mathcal{H}(M)^{3}$,

$$
h *(k * \ell)=(h * k) * \ell
$$

Now, we shall prove that $\mathcal{H}(M)$ has at least an identity and any element has an inverse.

Let $\mathcal{I}=\{i \in \mathcal{H}(M) \mid \forall x \in M, x \in i(x)\}$. If $i \in \mathcal{I}$, then $\forall h \in \mathcal{H}(M), \forall x \in M$,

$$
h(x) \subseteq\left(\bigcup_{y \in h(x)} i(y)\right) \cap\left(\bigcup_{y \in i(x)} h(y)\right)
$$

hence $h \in h * i \cap i * h$.
Therefore, $\mathcal{I}$ is the set of identities of $\mathcal{H}(M)$.
Now, let $h \in \mathcal{H}(M)$ and $\mathcal{I}_{h}=\{k \in \mathcal{H}(M) \mid \forall x \in M, k(x)=$ $=\{y \in M \mid x \in h(y)\}\}$. If $k \in \mathcal{I}_{h}$, then

$$
\forall x \in M, x \in \bigcap_{y \in k(x)} h(y) \cap \bigcap_{y \in h(x)} k(y)
$$

If $i \in \mathcal{I}$ is such that $i(x)=\{x\}, \forall x \in M$, then $i \in h * k \cap k * h$. Therefore
$\forall h \in \mathcal{H}(M), \exists \mathcal{I}_{h} \in \mathcal{P}^{*}(\mathcal{H}(M)): \forall k \in \mathcal{I}_{h}, h * k \cap k * h \cap \mathcal{I} \neq \emptyset$,
that is any element $h \in \mathcal{H}(M)$ has an inverse.
From this, we also obtain the reproductibility of $(\mathcal{H}(M), *)$.
Indeed, $\forall i \in \mathcal{I}, \forall h \in \mathcal{H}(M)$, we have $h \in i * h$. Moreover, for any $k \in \mathcal{H}(M), \exists i \in \mathcal{I}, \exists k^{\prime}$ inverse of $k$, such that $i \in k * k^{\prime}$. Then, there is $u \in k^{\prime} * h$, such that $h \in k * u$.

Similarly, there is $v \in \mathcal{H}(M)$ such that $h \in v * k$.

## 3. Theorem.

(i) For every $M \neq \emptyset$, the hypergroup $(\mathcal{H}(M), *)$ is left-reversible;
(ii) For $|M|>1,(\mathcal{H}(M), *)$ is not right-reversible.

Proof. i) Let $(\ell, h, k) \in \mathcal{H}(M)^{3}$. If $\ell \in h * k$ and $u \in \mathcal{H}(M)$ is such that $\forall x \in M, u(x)=M$, then

$$
\forall x \in M, k(x) \subseteq \bigcup_{y \in \ell(x)} u(y)=M
$$

hence $k \in u * \ell$.
ii) We shall prove that there exist $(h, k, \ell) \in \mathcal{H}(M)^{3}$ and $x_{0} \in M$, such that $\ell \in h * k$ and for every inverse $v$ of $k$, $h\left(x_{0}\right) \nsubseteq \bigcup_{y \in v\left(x_{0}\right)} \ell(y)$.

Let $a, b$ be two distinct elements of $M$. Let $(h, k, \ell) \in \mathcal{H}(M)^{3}$ be such that:

$$
\begin{aligned}
& h(a)=\{b\}, h(b)=a \text { and } \forall x \in M-\{a, b\}, h(x)=M ; \\
& k(a)=\{b\} \text { and } \forall x \in M-\{a\}, k(x)=M \text { and } \\
& \forall x \in M, \ell(x)=\{a\} .
\end{aligned}
$$

Since $\bigcup_{x \in M} h(x)=M$ and $f \in h * k$ if and only if $(f(a)=\{a\}$ and $\forall x \in M-\{a\}, f(x) \subseteq M)$, it follows that $\ell \in h * k$.

Moreover, since for every inverse $v$ of $k$,

$$
\begin{gathered}
\ell * v=\left\{g \in \mathcal{H}(M) \mid \forall x \in M, g(x) \subseteq \bigcup_{y \in v(x)} \ell(y)=\{a\}\right\} \\
\text { and } h(a)=\{b\},
\end{gathered}
$$

we have $h \notin \ell * v$.
4. Definition. A subgraph of $(G, f)$ is a graph $(\tilde{G}, \tilde{f})$ such that

$$
\widetilde{G} \subseteq G \text { and } \tilde{f}=f / G
$$

5. Definition. Let ( $G_{1}, f_{1}$ ) and ( $G_{2}, f_{2}$ ) be two graphs. The map $\psi: G_{1} \rightarrow \mathcal{P}^{*}\left(G_{2}\right)$ is called a generalized multihomomorphism (or, simply a GMH) from ( $G_{1}, f_{1}$ ) to ( $G_{2}, f_{2}$ ) if
(i) $\forall x \in G_{1}, \bigcup_{y \in f_{1}(x)} \psi(y)=\bigcup_{y \in \psi(x)} f_{2}(y)$;
(ii) $\forall y \in G_{1}-V_{1}$, if $\widetilde{f_{1}(y)}=f_{1}(y) \cup\{y\}$ and $Y=\bigcup_{t \in \widetilde{f_{1}(y)}} \psi(t)$,
then $\left(Y, f_{2} / Y\right)$ is a connected subgraph of $\left(G_{2}, f_{2}\right)$.
6. Definition. Let ( $G_{1}, f_{1}$ ) and $\left(G_{2}, f_{2}\right)$ be two graphs. The map $\varphi: V_{1} \rightarrow \mathcal{P}^{*}\left(V_{2}\right)$ (where $\forall i \in\{1,2\}, V_{i}$ is the set of vertex of ( $G_{i}, f_{i}$ )) is called an Ore multihomomorphism (or simply an OMH) from $\left(G_{1}, f_{1}\right)$ to $\left(G_{2}, f_{2}\right)$ if $\forall X \subseteq V_{1}, X \neq \emptyset$, such that $\exists y \in G_{1}-V_{1}$ with $f_{1}(y)=X$, the set $\bigcup_{t \in X} \varphi(t)$ is the set of vertices of a connected subgraph of $\left(G_{2}, f_{2}\right)$.

Let $(G, f)$ be a connected graph. Let $H_{G}=\{\psi \mid \psi$ is a GMH in $\left.(G, f), \bigcup_{x \in G} \psi(x)=G, \forall y \in G-V,\left|\bigcup_{t \in \widehat{f(y)}} \psi(t)\right|>1\right\}$ and ० : $H_{G}^{2} \rightarrow \mathcal{P}^{*}\left(H_{G}\right)$ defined as follows:

$$
\forall(h, k) \in H_{G}^{2}, h \circ k=\left\{\ell \in H_{G} \mid \forall x \in G, \ell(x) \subseteq \bigcup_{y \in k(x)} h(y)\right\} .
$$

Let $K_{G}=\left\{\varphi \mid \varphi\right.$ is an OMG in $(G, f), \bigcup_{x \in V} \varphi(x)=V, \forall y \in G-V$, $\left.\left|\bigcup_{t \in f(y)} \varphi(t)\right|>1\right\}$ and $*: K_{G}^{2} \rightarrow \mathcal{P}^{*}\left(K_{G}\right)$ defined as follows:

$$
\forall(h, k) \in K_{G}^{2}, h * k=\left\{\ell \in K_{G} \mid \forall x \in V, \ell(x) \subseteq \bigcup_{y \in k(x)} h(y)\right\} .
$$

## 7. Theorem.

(i) $\left(H_{G}, \circ\right)$ is a regular hypergroup;
(ii) $\left(K_{G}, *\right)$ is a regular hypergroup.

Proof. i) For any $(h, k) \in H_{G}^{2}$, let $a_{h, k}$ be the map defined as follows:

$$
\forall x \in G, a_{h, k}(x)=\bigcup_{y \in k(x)} h(y)
$$

Since $\forall y \in G-V,\left|\bigcup_{t \in \overline{f(y)}} k(t)\right|>1$, we obtain that $a_{h, k} \in H_{G}$. Moreover, we have $a_{h, k} \in h \circ k$. So, $\forall(h, k) \in H_{G}^{2}$, we have $h \circ k \neq 0$. Now, let us verify the associativity law.
We have $\forall(h, k, \ell) \in H_{G}^{3}$,

$$
\begin{aligned}
& u \in(h \circ k) \circ \ell \Longrightarrow u \in h \circ a_{k, \ell} \Longrightarrow u \in h \circ(k \circ \ell) \text { and } \\
& v \in h \circ(k \circ \ell) \Longrightarrow v \in a_{h, k} \circ \ell \Longrightarrow v \in(h \circ k) \circ \ell .
\end{aligned}
$$

Finally, let us notice that if $i \in \mathcal{H}(G)$ is such that $\forall x \in G$, we have that $i(x)=x$, then $i$ is an identity GMH and $i \in H_{G}$.

If $\mu \in \mathcal{H}(G)$ is such that $\forall x \in V, \mu(x)=V$ and $\forall x \in G-V$, $\mu(x)=G$, then $\mu \in H_{G}$ and for any $\psi \in H_{G}$, we have $i \in \psi \circ \mu \cap \mu \circ \psi$.
ii) Similarly, for any $(h, k) \in K_{G}$, let $b_{h, k}$ be the map defined as follows:

$$
\forall x \in V, b_{h, k}(x)=\bigcup_{y \in k(x)} h(y)
$$

Since $\forall y \in G-V,\left|\bigcup_{t \in f(y)} k(t)\right|>1$ it follows that $b_{h, k} \in K_{G}$ and $b_{h, k} \in h * k$.

Now, let us verify the associativity law. We have

$$
\begin{aligned}
& u \in(h * k) * \ell \Longrightarrow u \in h * b_{k, \ell} \Longrightarrow u \in h *(k * \ell) \\
& v \in h *(k * \ell) \Longrightarrow v \in b_{h, k} * \ell \Longrightarrow v \in(h * k) * \ell
\end{aligned}
$$

Finally, $\forall x \in V$, if $i(x)=\{x\}$, then $i \in K_{G}$ and $\forall h \in K_{G}$, $h \in i * h \cap h * i$. If $\forall x \in V, \eta(x)=V$, then $\eta \in K_{G}$ and $\forall h \in K_{G}$, $i \in \eta * h \cap h * \eta$.
8. Theorem. There exists a homomorphism from $\left(H_{G}, \circ\right)$ to $\left(K_{G}, *\right)$.

Proof. Let $F: H_{G} \rightarrow K_{G}$ defined as follows: $\forall \psi \in H_{G}, F(\psi)=$ $=\psi / V$. We have $\psi / V \in K_{G}$.

For any $(h, k) \in H_{G}^{2}$, if $\varphi \in F(h \circ k)$, then there exists $\psi \in H_{G}$ such that $F(\psi)=\psi / V=\varphi$ and $\forall x \in G, \psi(x) \subset \bigcup_{y \in k(x)} h(y)$. For any $x \in V$, we have

$$
\varphi(x)=\psi(x) \subseteq \bigcup_{y \in k(x)} h(y)=\bigcup_{y \in(k / V)(x)}(h / V)(y)
$$

whence $\varphi \in F(h) * F(k)$.

## §2. Chromatic quasi-canonical hypergroups

The quasi-canonical hypergroups were utilised by St. Comer to establish connections with edge-coloured graphs.

Let $\mathcal{C}$ be a non-empty set of colours and $\varepsilon$ an involution of $\mathcal{C}$, that means $\mathcal{E} \circ \mathcal{E}=1_{\mathcal{C}}$.

Let $V$ be a set of vertex. A pair $(x, y) \in V^{2}$ with $x \neq y$ is called an edge. For any $a \in \mathcal{C}$, let $C_{a}$ be a binary relation on $V$.

A system $\mathcal{V}=<V, C_{a}>_{a \in \mathcal{C}}$ is called a colour scheme if the following conditions are satisfied:
$1^{\circ}\left\{C_{a} \mid a \in \mathcal{C}\right\}$ is a partition of $\left\{(x, y) \in V^{2} \mid x \neq y\right\}$,

$$
2^{\circ} \forall a \in \mathcal{C}, C_{\mathcal{E}(a)}=\left\{(y, x) \mid(x, y) \in C_{a}\right\} ;
$$

$3^{\circ} \forall a \in \mathcal{C}, \forall x \in V, \exists y \in V:(x, y) \in C_{a}$, that means each vertex has an edge of each colour emanating from it;
$4^{\circ}$ if $a, b, c \in \mathcal{C}$, then the following implication holds:

$$
C_{c} \cap C_{a} \circ C_{b} \neq \emptyset \Longrightarrow C_{c} \subset C_{a} \circ C_{b},
$$

where " $\circ$ " is the composition of relations.
9. Remark. $\forall a \in \mathcal{C}, C_{a}$ is thought of as the set of directed edges with colour $a$ in the complete directed graph with no loops on the set $V$.

The involution $\mathcal{E}$ guarantees that the colour assigned to an edge ( $y, x$ ) depends only on the colour assigned to the reverse directed edge $(x, y)$ and not on the particular $(x, y)$, so we can say that colours $a$ and $\mathcal{E}(a)$ are paired.

If $\forall a \in \mathcal{C}, \mathcal{E}(a)=a$, that means the colours are self-paired, then the colours schemes can be pictured by colouring the edges of undirected graphs.

A partial colour scheme is a system $\mathcal{V}=<V, C_{a}>_{a \in \mathcal{C}}$, which satisfies only the conditions $1^{\circ}$ and $2^{\circ}$.

Notice that two special cases of the notion of colour scheme were been widely studied:

1. homogeneous coherent configurations (see D.G. Higman [449]), which are studied via matrix algebra, because of so called intersection numbers. An intersection number is the number of ( $a, b$ )-paths from $x$ to $y$, where $(x, y) \in C_{c}$. In a homogeneous coherent configuration, a such number is independent of the choice of $(x, y) \in C_{c}$.
2. association schemes, which are homogeneous coherent configurations with $\mathcal{E}(a)=a$, for all $a \in \mathcal{C}$. Associative schemes have a large literature. We mention only Bose and Mesner [30].

Some of the important association schemes are those associated with distance-transitive and strongly regular graphs (Biggs [444], Cameron and Van Lint [33]).

Let us associate now a quasi-canonical hypergroup with a colour scheme $\mathcal{V}=<V, C_{a}>_{a \in \mathcal{C}}$.

Let $e \notin \mathcal{C}$. We shall consider the following colour algebra on $\mathcal{V}$ :

$$
\mathcal{A}_{\mathcal{V}}=\left\langle\mathcal{C} \cup\{e\}, \square,^{-1}, e\right\rangle
$$

where the inverse is defined by $a^{-1}=\mathcal{E}(a)$, for $a \in \mathcal{C}$ and $e^{-1}=e$. The product is defined by: $a \square e=e \square a=a$, for $a \in \mathcal{C} \cup\{e\}$, $\forall(a, b) \in \mathcal{C}^{2}, b \neq a^{-1}, a \square b=\left\{c \in \mathcal{C} \mid C_{c} \subset C_{a} \circ C_{b}\right\}$ and $\forall a \in \mathcal{C}$, $a \square a^{-1}=\left\{c \in \mathcal{C} \mid C_{c} \subset C_{a} \circ C_{a^{-1}}\right\} \cup\{e\}$. It results the following
10. Proposition. $\mathcal{A}_{\mathcal{V}}$ is a quasi-canonical hypergroup with the unit e.
11. Definition. A quasi-canonical hypergroup is called chromatic if it is isomorphic to $\mathcal{A}_{\mathcal{V}}$.

In the following, we shall present an important example of chromatic quasi-canonical hypergroup.
12. Definition. Let $\rho$ be an equivalence relation on a quasicanonical hypergroup ( $H, ~ \square$ ).

1. $\rho$ is called a full conjugation on $H$ if the following implications hold:

$$
\begin{aligned}
& x \rho y \Longrightarrow x^{-1} \rho y^{-1} ; \\
& z \in x \square y \text { and } z \rho z^{\prime} \Longrightarrow \exists\left(x^{\prime}, y^{\prime}\right) \in H^{2}, \\
& \text { such that } x^{\prime} \rho x, y^{\prime} \rho y \text { and } z^{\prime} \in x^{\prime} \square y^{\prime} .
\end{aligned}
$$

2. $\rho$ is called a special conjugation if 1) holds and, moreover, $x \rho e$ implies $x=e$.
3. Theorem. (see Comer [46]) Let ( $H$, व) be a quasi-canonical hypergroup and $\rho$ an equivalence relation on $H$. Then
$\rho$ is a full conjugation on $H$ if and only if $\left(\left\{\rho_{x} \mid x \in H\right\}, \cdot\right)$ is a quasicanonical hypergroup, called a (double) quotient of $H$ and it is denoted by $H / / \rho$. Notice that "." is the induced operation on the set of $\rho$-classes (that is $\rho_{z} \in \rho_{x} \cdot \rho_{y} \Longleftrightarrow \exists x^{\prime}, \exists y^{\prime}: x \rho x^{\prime}, y \rho y^{\prime}, z \in x^{\prime} \square y^{\prime}$ )

Let us denote by $Q^{2}$ (Group) the set of all quasi-canonical hypergroups isomorphic to a double quotient of a group.
14. Examples The following are full conjugations on a group $G$ :

1. any congruence relation $\rho$ on $G$ is a full conjugation and $G / / \rho$ is just the usual quotient group;
2. if $H$ is a subgroup of $G$ and $\rho_{H} \subset G \times G$ is defined as follows:

$$
x \rho_{H} y \Longleftrightarrow H x H=H y H,
$$

then $\rho_{H}$ is a full conjugation on $G$.
3. if $K$ is a group of automorphisms of $G$ and $\rho$ is defined as follows:

$$
x \rho y \Longleftrightarrow \exists \sigma \in K: y=\sigma(x)
$$

then $\rho$ is a special conjugation on $G$.
Utumi [396] used special conjugations of groups to obtain important examples of cogroups.

We have:
15. Proposition. If $G$ is a group and $\rho$ is a full conjugation on $G$, then $\rho_{e}$ is a subgroup of $G$.

We point out that the double quotient of groups are related to chromatic quasi-canonical hypergroups.
16. Theorem. Every quasi-canonical hypergroup in $Q^{2}$ (Group) is chromatic.

Proof. Let $\rho$ be a full conjugation on a group $G$. Then $\rho_{e}=H$ is a subgroup of $G$.

Set $\mathcal{C}=\left\{\rho_{x} \mid x \in G, \rho_{x} \neq H\right\}, V=\{H x \mid x \in G\}, \forall a \in \mathcal{C}$, $\mathcal{E}(a)=a^{-1}$ and $C_{a}=\left\{(H x, H y) \in V^{2} \mid x y^{-1} \in a\right\}$.

It can be easily verified that $\mathcal{V}=<V, C_{a}>_{a \in \mathcal{C}}$ is a colour scheme, which is usually called the regular colour scheme representation of $G / / \rho$. In order to verify the implication: $C_{c} \cap C_{a} \circ C_{b} \neq \emptyset$ $\Longrightarrow C_{c} \subset C_{a} \circ C_{b}$, we show that $c \in a \cdot b($ in $G / / \rho) \Longleftrightarrow C_{c} \subseteq C_{a} \circ C_{b}$ for any $a, b, c \in \mathcal{C}$.

Indeed, if $c \in a \cdot b$ (in $G / / \rho$ ) and $(H u, H v) \in C_{c}$ then there exist $r \in a$ and $s \in b$, such that $u v^{-1}=r s$. Denote $s v$ by $z$. Then $(H u, H z) \in C_{a}$, since $u z^{-1}=u v^{-1} s^{-1}=r \in a$ and $(H z, H v) \in C_{b}$, since $z v^{-1}=s \in b$. So, $(H u, H v) \in C_{a} \circ C_{b}$ and hence $C_{c} \subset C_{a} \circ C_{b}$. Conversely, if $C_{c} \subset C_{a} \circ C_{b}$ and $x \in c$, then we have $(H x, H) \in C_{c}$, so there exists $z \in b$ such that $(H x, H z) \in \mathcal{C}_{a}$, that is $x z^{-1} \in a$, whence $x=\left(x z^{-1}\right) z \in a \cdot b$. Therefore, $c \subseteq a \cdot b$ in $G / / \rho$. Let $<\mathcal{C} \cup\left\{e_{0}\right\}, \square^{-1}, e_{0}>$ the quasi-canonical hypergroup associated with the colour scheme $\mathcal{V}=<V, C_{a}>_{a \in \mathcal{C}}$.

Finally, we have only to notice that $\varphi: G / / \rho \longrightarrow \mathcal{C} \cup\left\{e_{0}\right\}$, $\varphi\left(\rho_{x}\right)=\rho_{x}$ and $\varphi\left(\rho_{e}\right)=e_{0}\left(e_{0}\right.$ is the identity of $\left.\mathcal{C} \cup\left\{e_{0}\right\}\right)$ is an isomorphism.

## §3. Hypergroups induced by paths of a direct graph

The following results on graphs and hypergroups are due to I.G. Rosenberg.

These hyperoperations have also been considered by P. Corsini.
17. Definition. We say that $G=(V, E)$ is a directed (simple and loopless) graph if $V$ is a nonvoid set and $E$ a binary areflexive relation on $V$ (i.e., $E \subseteq V^{2}=V \times V$ and $(v, v) \in \rho$ for no $v \in V$ ). For $(x, y) \in V^{2}$ a path from $x$ to $y$ or an $x-y$ path, is a finite sequence $<z_{0}, \ldots, z_{m}>$ over $V$, such that
(i) $x=z_{0}, y=z_{m}$
(ii) for all $0 \leq i<j \leq m, z_{i}=z_{j} \Longrightarrow i=0, j=m$,
(iii) $\left(z_{i}, z_{i+1}\right) \in E$ for all $i \in\{0, \ldots, m-1\}$

For every $x \in V$ we consider $\langle x\rangle$ is an $x-x$ path.
We assume throughout that $G$ is connected in the sense that for any $(x, y) \in V^{2}$, there is at least one $x-y$ path.

Let $o_{1}: V^{2} \rightarrow \mathcal{P}^{*}(V)$ be defined as follows: $\forall x \in V, x \circ_{1} x=$ $=\{x\}$ and $\forall(x, y) \in V^{2}, x \neq y, x \circ_{1} y$ is the set of all vertices on all $x-y$ paths, that is $u \in x \circ_{1} y$ if there is a $x-y$ path $\left.<z_{0}, \ldots, z_{m}\right\rangle$ and there is $0 \leq i \leq m$ such that $u=z_{i}$.

Let $o_{2}: V^{2} \rightarrow \mathcal{P}^{*}(V)$ be defined as follows: $\forall x \in V, x o_{2} x$ is the set of all vertices on all $x-x$ paths and $\forall(x, y) \in V^{2}, x \neq y$, $x \circ_{2} y=x \circ_{1} y$.
18. Definition. We say that a vertex set $B$ separates a vertex set $A$ from a vertex set $C$ (in that order) if every path starting from $A$ and ending in $C$ meets $B$. If $A$ is a singleton $\{a\}$ we say that $B$ separates $a$ from $C$ and similarly $B$ separates $A$ from $c$ whenever $C=\{c\}$.

Let us introduce the following property $(\alpha)$ of $\left(V, o_{i}\right)$ (where $i \in\{1,2\}$ ), which consists in two parts: $\left(\alpha_{1}\right)$ and $\left(\alpha_{2}\right)$. There are:
$\left(\alpha_{1}\right)$ If $<z_{0}, \ldots, z_{m}>$ and $<w_{0}, \ldots, w_{n}>$ are paths and $0 \leq i<k \leq m$ and $0<j<r<n$ are such that the following conditions hold:
(1) $z_{0} \neq z_{m}$ and $w_{0} \neq w_{n}$ if $i=1$;
(2) $z_{k}=w_{j}, z_{i}=w_{n}$ while the sets $\left\{z_{i+1}, \ldots, z_{k-1}\right\}$ and $\left\{w_{j+1}, \ldots, w_{n-1}\right\}$ are disjoint;
(3) $\left\{w_{r+1}, \ldots, w_{n-1}, z_{i}, \ldots, z_{m}\right\}$ separates the set $w_{0} \circ z_{0}$ from $w_{r}$;
(4) each of the sets $\left\{z_{0}, \ldots, z_{k}, w_{j+1}, \ldots, w_{r-1}\right\}$ and $\left\{w_{0}, \ldots, w_{r-1}\right\}$ separates $w_{r}$ from $z_{m}$;
then there is $y \in z_{0} \circ w_{0}$ such that $w_{r}$ is on a $y-z_{m}$ path.
$\left(\alpha_{2}\right)$ If $<z_{0}, \ldots, z_{m}>$ and $<w_{0}, \ldots, w_{n}>$ are paths and $0 \leq k<i \leq m$ and $0<r<j<n$ are such that the following conditions hold:
(1) $z_{0} \neq z_{m}$ and $w_{0} \neq w_{n}$ if $i=1$;
(2) $z_{i}=w_{0}, z_{k}=w_{j}$ while the sets $\left\{z_{k+1}, \ldots, z_{i-1}\right\}$ and $\left\{w_{1}, \ldots, w_{j-1}\right\}$ are disjoint;
(3) $\left\{z_{0}, \ldots, z_{i}, w_{1}, \ldots, w_{r-1}\right\}$ separates $w_{r}$ from $z_{m} \circ w_{n}$;
(4) both sets $\left\{w_{r+1}, \ldots w_{n}\right\}$ and $\left\{w_{r+1}, \ldots, w_{j}, z_{k+1}, \ldots, z_{m}\right\}$ separates $z_{0}$ from $w_{r}$,
then there is $y \in z_{m} \circ w_{0}$ such that $w_{r}$ is on a $z_{0}-y$ path.

We say that $G$ satisfies $(\alpha)$ if $G$ satisfies both $\left(\alpha_{1}\right)$ and $\left(\alpha_{2}\right)$.
19. Theorem. The following statements are equivalent for a directed connected graph $G$ and the associated hypergroupoid $<V, \circ_{i}>$ $(i \in\{1,2\})$ :
(1) $\left(V, o_{i}\right)$ is a semihypergroup;
(2) ( $V, \mathrm{o}_{i}$ ) is a hypergroup;
(3) $G$ satisfies $(\alpha)$.

Proof. We shall denote $\left(V, \circ_{i}\right)$ by $(V, \circ)$.
$(1) \Longrightarrow(2)$. Let $(V, \circ)$ be a semihypergroup and $(x, y) \in V^{2}$ be aribtrary. Notice that $y \in(x \circ y) \cap(y \circ x)$ and consequently $V \subseteq(x \circ V) \cap(V \circ x)$. Clearly, $x \circ V \subseteq V \supset V \circ x$ and so $\forall x \in V$, $x \circ V=V=V \circ x$. Therefore, $(V, \circ)$ is a hypergroup.
$(2) \Longrightarrow(3)$. Let $(V, \circ)$ be a hypergroup. To prove $\left(\alpha_{1}\right)$ let $\left\langle z_{0}, \ldots, z_{m}\right\rangle$ and $\left\langle w_{0}, \ldots, w_{n}\right\rangle$ be two paths satisfying the conditions (1) and (2) of $\left(\alpha_{1}\right)$. Clearly, $w_{n}=z_{i} \in z_{0} \circ z_{m}$ and $w_{r} \in w_{0} \circ\left(z_{0} \circ z_{m}\right)$.

Since $(V, \circ)$ is a hypergroup, $w_{0} \circ\left(\begin{array}{lll}z_{0} & \circ & z_{m}\end{array}\right)=$ $=\left(w_{0} \circ z_{0}\right) \circ z_{m}$. Thus $w_{r} \in\left(w_{0} \circ z_{0}\right) \circ z_{m}$ and so there is $y \in w_{0} \circ z_{0}$ such that $w_{r} \in y \circ z_{m}$ proving the conclusion of $\left(\alpha_{1}\right)$. Next suppose that the condition (2) from ( $\alpha_{2}$ ) holds. Then $w_{0}=z_{i} \in z_{0} \circ z_{m}$; hence $w_{r} \in\left(z_{0} \circ z_{m}\right) \circ w_{n}=z_{0} \circ\left(z_{m} \circ w_{n}\right)$ which is the conclusion of $\left(\alpha_{2}\right)$.
$(3) \Longrightarrow(1)$. Let $(\alpha)$ hold.
I. Let $(x, y, z) \in V^{3}$. We shall verify that

$$
\begin{equation*}
(x \circ y) \circ z \supset x \circ(y \circ z) \tag{*}
\end{equation*}
$$

1) First, suppose that either $y \neq z$ or $(V, \circ)=\left(V, \circ_{2}\right)$ that is $y \circ y$ is the set of all $y-y$ paths. Let $u \in x \circ(y \circ z)$ be arbitrary. Then there exist an $y-z$ path $<z_{0}, \ldots, z_{m}>$, $0 \leq t \leq m$ and an $x-z_{t}$ path $<w_{0}, \ldots, w_{v}>$ such that $u=w_{r}$ for some $0 \leq r \leq v$. Denote by $q$ the least index such that $w_{q} \in\left\{z_{0}, \ldots, z_{m}\right\}=Z$ and let $w_{q}=z_{h}$.
$1^{\circ}$ First, suppose that $r \leq q$. We claim that $<w_{0}, \ldots, w_{q}, z_{h+1}, \ldots$, $z_{m}>$ is a path. Indeed, $<w_{0}, \ldots, w_{q}>$ and $<z_{h}, \ldots, z_{m}>$ are paths and $\left\{w_{0}, \ldots w_{q}\right\}$ is disjoint from $\left\{z_{h+1}, \ldots, z_{m}\right\}$ on account of the minimality of $q$. Thus $u=w_{r} \in x \circ z \subseteq(x \circ y) \circ z$ so, in this case, the inclusion (*) holds.
$2^{\circ}$ Let us consider now $r>q$. If $u \in Z$ then $u \in y \circ z \subseteq(x \circ y) \circ z$ and the inclusion $(*)$ holds. Thus we may assume that $u \notin Z$. Then there are $q \leq j<r<n \leq v$ and $0 \leq i<k \leq m$ such that
(X) $\quad\left\{z_{i}, \ldots, z_{k}\right\} \cap\left\{w_{j}, \ldots, w_{n}\right\}=\left\{z_{i}, z_{k}\right\}=\left\{w_{j}, w_{n}\right\}$.

We have two cases:
a) Let $w_{j}=z_{i}$ and $w_{n}=z_{k}$. Then $\left\langle z_{0}, \ldots, z_{i}, w_{n-1}, z_{k}, \ldots, z_{m}\right\rangle$ is an $y-z$ path, hence $u \in y \circ z \subseteq(x \circ y) \circ z$.
b) Thus let $w_{j}=z_{k}$ and $w_{n}=z_{i}$. We try to take advantage of the following three paths.
$\mathrm{b}_{1}$ ) The $u-z$ path $\lambda=\left\langle w_{r}, \ldots, w_{n-1}, z_{i}, \ldots, z_{m}\right\rangle$. If the set $Y=\left\{w_{r+1}, \ldots ., w_{n-1}, z_{i}, \ldots, z_{m}\right\}$ does not separate $X=x \circ y$ from $u=w_{r}$, then there is $t \in x \circ y$ such that the vertex $w_{r}$ is on a $t-w_{r}$ path $\mu$ sharing only $w_{r}$ with $\lambda$, hence $u \in t \circ z \subset(x \circ y) \circ z$ and the inclusion ( $*$ ) holds. Thus we can assume that $Y$ separates $x \circ y$ from $u$.
$\mathrm{b}_{2}$ ) We try to use the $y-u$ path $\left\langle z_{0}, \ldots, z_{k}, w_{j+1}, \ldots, w_{r-}\right\rangle$. If the set $U=\left\{z_{0}, \ldots, z_{k}, w_{j+1}, \ldots, w_{r-1}\right\}$ does not separate $w_{r}$ from $z_{m}$, then $u=w_{r} \in y \circ z \subseteq(x \circ y) \circ z$. Thus we can assume that $U$ separates $w_{r}$ from $z_{m}$.
$\mathrm{b}_{3}$ ) Finally we try to use the $x-u$ path $\left\langle w_{0}, \ldots, w_{r}\right\rangle$. If $V=\left\{w_{0}, \ldots, w_{r-1}\right\}$ does not separate $w_{r}$ from $z_{m}$, then $u=w_{r} \in x \circ z \subseteq(x \circ y) \circ z$. Thus we may assume that $V$ separates $w_{r}$ from $z_{m}$.
$\mathrm{b}_{4}$ ) In the remaining case the condition ( $\alpha_{1}$ ) assures that $u \in(x \circ y) \circ z$.
2) Let $(V, \circ)=\left(V, \circ_{1}\right)$ and $y=z$. Then $x \circ(y \circ y)=x \circ y \subset$ $\subset(x \circ y) \circ y$ as required.
II. Let $(x, y, z) \in V^{3}$. We shall prove that

$$
\begin{equation*}
(x \circ y) \circ z \subseteq x \circ(y \circ z) \tag{**}
\end{equation*}
$$

1) First, suppose that $y \neq z$ or $(V, \circ)=\left(V, \circ_{2}\right)$. Let $u \in(x \circ y) \circ z$. Then there are an $x-y$ path $\left\langle z_{0}, \ldots, z_{m}\right\rangle, 0 \leq t \leq m$ and a $z_{t}-z$ path $\left\langle w_{0}, \ldots, w_{v}\right\rangle$ such that there is $0 \leq r \leq v$ for which $u=w_{r}$. Denote by $q$ the greatest index such that $w_{q} \in Z=\left\{z_{0}, \ldots, z_{m}\right\}$ and let $w_{q}=z_{h}$.
$1^{\circ}$ First, suppose that $r \geq q$. Since $\left\langle z_{0}, \ldots, z_{h}, w_{q+1}, \ldots, w_{v}\right\rangle$ is an $x-z$ path, we obtain $u=w_{r} \in x \circ z \subseteq x \circ(y \circ z)$ and the inclusion ( $* *$ ) is proved. Thus let $r<q$. If $u \in Z$ then again
$u \in x \circ y \subseteq x \circ(y \circ z)$. Thus we may assume that $u \notin Z$. Then there are $0 \leq j<r<n \leq q$ and $0 \leq i<k \leq m$ such that (X) holds.
a) Let $w_{j}=z_{i}$ and $w_{n}=z_{k}$. Then $\left\langle z_{0}, \ldots, z_{i}, w_{j+1}, \ldots, w_{n-1}\right.$, $\left.z_{k}, \ldots, z_{m}\right\rangle$ is an $x-z$ path and so $u=w_{r} \in x \circ z \subset$ $\subset x \circ(y \circ z)$.
b) Thus let $w_{j}=z_{k}$ and $w_{n}=z_{i}$. We try to use the following three paths.
$\mathrm{b}_{1}$ ) The path $\lambda=\left\langle z_{0}, \ldots, z_{k}, w_{1}, \ldots, w_{r}\right\rangle$. If the set $Y=$ $=\left\{z_{0}, \ldots, z_{k}, w_{1}, \ldots, w_{r-1}\right\}$ does not separate $w_{r}$ from $z_{m} \circ w_{n}$, then there is $w \in z_{m} \circ w_{v}=y \circ z$ such that $w_{r}$ is on a $z_{0}-w$ path; consequently $u=w_{r} \in$ $\epsilon x \circ(y \circ z)$. Thus we may assume that $Y$ separates $w_{r}$ from $z_{m} \circ w_{m}$.
$\mathrm{b}_{2}$ ) We try to use the path $\left\langle w_{r}, \ldots, w_{n}\right\rangle$. If $Y=$ $=\left\{w_{r+1}, \ldots, w_{n}\right\}$ does not separate $z_{0}$ from $w_{r}$, we have $w_{r} \in x \circ z \subseteq x \circ(y \circ z)$. Thus we may assume that $Y$ separates $z_{0}$ from $w_{r}$.
$\mathrm{b}_{3}$ ) Finally we try to use the path $\left\langle w_{1} \ldots, w_{j} z_{i+1}, \ldots, z_{m}\right\rangle$. If $A=\left\{w_{r}, \ldots, w_{j}, z_{i+1}, \ldots, z_{m}\right\}$ does not separate $z_{0}$ from $w_{r}$, then $u=w_{r} \in y \circ z \subseteq(y \circ z) \circ x$. In the remaining case the condition ( $\alpha_{2}$ ) yields $u \in(y \circ z) \circ x$.
2) Finally let $y=z$ and $(V, \circ)=\left(V, \circ_{1}\right)$. Then $(y \circ y) \circ x=$ $=y \circ x \subseteq y \circ(y \circ x)$. This concludes the proof.

## §4. Hypergraphs and hypergroups

We consider a general hypergraph $\Gamma$, and prove that it is always possible to construct from it a sequence of quasi-hypergroups $Q_{0}(\Gamma)$, $Q_{1}(\Gamma), \ldots$, such that if $Q_{k}(\Gamma)=Q_{k+1}(\Gamma)$ for some $k$, then there
exists $s \leq k$ such that $Q_{s}(\Gamma)$ is a join space. Conversely to any hypergroupoid $Q$ satisfying (1), (2) and (3) of the proposition below, it is associated a hypergraph $\Gamma(Q)$ such that $Q_{0}(\Gamma(Q))=Q$.

The following results have been obtained by P . Corsini.
20. Definition. Let $\Gamma=\left\langle H ;\left\{A_{i}\right\}_{i}\right\rangle$ be a hypergraph, i.e. $\forall i$, $A_{i} \in P(H)-\{\emptyset\} ; \bigcup_{i} A_{i}=H ; \forall x \in H$. Set $E(x)=\bigcup_{x \in A_{i}} A_{i}$. The hypergroupoid $H_{\Gamma}=(H ; \circ)$ where the hyperoperation is defined by

$$
\forall(x, y) \in H^{2}, \quad x \circ y=E(x) \cup E(y)
$$

is called a hypergraph hypergroupoid or an h.g. hypergroupoid.
21. Theorem. The hypergroupoid $H_{\Gamma}$ satisfies for each $(x, y) \in H^{2}$ :
(1) $x \circ y=x \circ x \cup y \circ y$;
(2) $x \in x \circ x$; and
(3) $y \in x \circ x \Longleftrightarrow x \in y \circ y$.
22. Theorem. A hypergroupoid $H_{\Gamma}$ satisfying (1), (2), (3) of the Theorem 21 also satisfies
(4) $x \circ y \supset\{x, y\}$,
(5) $x \circ y=y \circ x$,
(6) $x \circ H=H$,
(7) $\left\langle H ;\{x \circ x\}_{x \in H}\right\rangle$ is a hypergraph,
(8) $(x \circ x) \circ x=\bigcup_{x \in z \circ z} z \circ z$,
(9) $(x \circ x) \circ(x \circ x)=x \circ x \circ x$.

Proof. It is enough to prove (8) and (9).
(8) We have $(x \circ x) \circ x=\bigcup_{z \in x \circ x} z \circ x$. Then from (1), $x \circ x \circ x=$ $=\bigcup_{z \in x \circ x}(z \circ z \cup x \circ x)$; now from (2) it follows $x \circ x \circ x=\bigcup_{z \in x \circ x} z \circ z$, and finally from (3) we obtain (8).
(9) We have:

$$
\begin{aligned}
(x \circ x) \circ(x \circ x) & =\bigcup_{\{a, b\} \subset x \circ x} a \circ b=\bigcup_{\{a, b\} \subset x \circ x}((a \circ a) \cup(b \circ b))= \\
& =\bigcup_{a \in x \circ x} a \circ a=\bigcup_{x \in a \circ a} a \circ a=x \circ x \circ x
\end{aligned}
$$

23. Remark. It is clear from (5) and (6) of Theorem 22, that an h.g. hypergroupoid is a commutative quasihypergroup.
24. Theorem. A hypergroupoid ( $H ; \circ$ ) satisfying (1), (2) and (3) of Theorem 21 is a hypergroup if and only if the following condition is valid:

$$
\forall(a, c) \in H^{2}, \quad c \circ c \circ c-c \circ c \subset a \circ a \circ a
$$

Proof. We prove the implication " ". For (1) it is enough to verify the associativity. We have:

$$
\begin{aligned}
\forall(a, b, c) \in H^{3}, & (a \circ b) \circ c=(a \circ a \cup b \circ b) \circ c=(a \circ a) \circ c \cup(b \circ b) \circ c \\
& a \circ(b \circ c)=(b \circ c) \circ a=(b \circ b) \circ a \cup(c \circ c) \circ a
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
(a \circ a) \circ c & =\bigcup_{u \in a \circ a} u \circ c=\bigcup_{u \in a \circ a}((u \circ u) \cup(c \circ c))= \\
& =c \circ c \cup\left(\bigcup_{u \in a \circ a} u \circ u\right)=c \circ c \cup a \circ a \circ a \text { (by Theorem 22, (8)) }
\end{aligned}
$$

Then we also have $(b \circ b) \circ c=b \circ b \circ b \cup c \circ c$.
Therefore $(a \circ b) \circ c=a \circ a \circ a \cup b \circ b \circ b \cup c \circ c$ and moreover $a \circ(b \circ c)=$ $=(b \circ c) \circ a=b \circ b \circ b \cup c \circ c \circ c \cup a \circ a$.

Set $P=a \circ a \circ a \cup c \circ c, Q=c \circ c \circ c \cup a \circ a$.
It is clear that $(a \circ b) \circ c=b \circ b \circ b \cup P, a \circ(b \circ c)=b \circ b \circ b \cup Q$ and also $P=(a \circ a \circ a-a \circ a) \cup a \circ a \cup c \circ c$. By the hypothesis $(\tau)$ we have $a \circ a \circ a-a \circ a \subset c \circ c \circ c$. Since $c \circ c \subset c \circ c \circ c$, it follows $P \subset Q$. In a similar way the inverse inclusion is proved and then the implication follows.

We prove the implication " $\Longrightarrow$ ". From the associativity it follows: $\forall(a, c) \in H^{2},(a \circ a) \circ c=a \circ(a \circ c)$.

From above we have also: $(a \circ a) \circ c=c \circ c \cup a \circ a \circ a, a \circ(a \circ c)=$ $=\bigcup_{v \in a \circ c} a \circ v=\bigcup_{v \in a \circ c}(a \circ a \cup v \circ v)=a \circ a \cup\left(\bigcup_{v \in a \circ a} v \circ v\right) \cup\left(\bigcup_{v \in c \circ c} v \circ v\right)=$ $=a \circ a \circ a \cup c \circ c \circ c$ (by Theorem 22, (9)), consequently $c \circ c \circ c-c \circ c \subset$ $\subset a \circ a \circ a$.
25. Corollary. If a hypergroupoid satisfies (1), (2) and (3) of Theorem 21 and the condition:

$$
\forall x, \quad x \circ x \circ x=x \circ x,
$$

then it is hypergroup.
26. Definition. An associative h.g.-quasihypergroup is called a h.g.-hypergroup.
27. Theorem. If the hypergroup $H_{\Gamma}=(H ; \circ)$ satisfies (1), (2), (3) of Theorem 21, then it is a join space.

Proof. It is sufficient to prove that the following implication is satisfied:

$$
x / y \cap z / w \neq \emptyset \Longrightarrow x \circ w \cap y \circ z \neq \emptyset
$$

where $x / y=\{z \mid x \in z \circ y\}$. We have:

$$
u \in x / y \cap z / w \Longleftrightarrow[x \in u \circ y \text { and } z \in u \circ w]
$$

Moreover, $x \in u \circ y \Longleftrightarrow x \in u \circ u \cup y \circ y$ and $z \in u \circ w \Longleftrightarrow$ $z \in u \circ u \cup w \circ w$. Four cases are possible:
(1) If $x \in u \circ u, z \in u \circ u$, then $u \in x \circ x \cap z \circ z$ and therefore $u \in x \circ w \cap y \circ z$.
(2) If $x \in u \circ u, z \in w \circ w$, it follows $w \in z \circ z$, hence $w \in x \circ w \cap y \circ z$.
(3) If $x \in y \circ y, z \in u \circ u$, then $y \in x \circ x$, it follows $y \in x \circ w \cap y \circ z$.
(4) If $x \in y \circ y, z \in w \circ w$, then $w \in z \circ z$ it follows $w \in x \circ w \cap y \circ z$.
28. Theorem. Let ( $H ;$ o) be a quasihypergroup satisfying (1), (2), (3) of Theorem 21. Then there is a hypergraph $\Gamma$ such that $(H ; \circ)$ is the h.g.-quasihypergroup associated with $\Gamma$.

Proof. Let $\Gamma$ be the hypergraph $\left\langle H ;\{x, y\}_{x \in H, y \in x \circ x}\right\rangle$.
Then for all $z$ in $H$, we have:

$$
E(z)=\bigcup_{z \in x \circ x}\{x, z\}=\bigcup_{x \in z \circ z}\{x, z\}=z \circ z
$$

Then for all $(x, y)$ in $H^{2}, x \circ y=x \circ x \cup y \circ y=E(x) \cup E(y)$, so the quasihypergroup $<H$; ○ $>$ is the h.g.-hypergroupoid associated with the hypergraph $\Gamma$.
29. Theorem. Let $(H ; \circ)$ be a hypergroup satisfying (1), (2), (3) of Theorem 21, $H_{0}=\left(H ; \circ_{0}\right), H_{1}=\left(H ; \circ_{1}\right), \ldots, H_{k}=\left(H ; \circ_{k}\right), \ldots$ the sequence of the hypergroupoids obtained by setting $\forall(x, y) \in H^{2}$, $x \circ_{0} y=x \circ y, \forall k \geq 0, x \circ_{k+1} x=x \circ_{k} x \circ_{k} x, x \circ_{k+1} y=x \circ_{k+1}$ $x \cup y \circ_{k+1} y$. Then $\forall k \geq 0$,
( $\alpha$ ) The hyperoperation $\circ_{k}$ satisfies (1), (2), (3) of Theorem 21.
$(\beta)\left(\left(x \circ_{k} x \circ_{k} x\right) \circ_{k}\left(x \circ_{k} x \circ_{k} x\right)\right) \circ_{k}\left(x \circ_{k} x \circ_{k} x\right)=x \circ_{k+2} x$.

Proof. ( $\alpha$ ) We prove ( $\alpha$ ) by induction on $k$. Let us suppose that $\mathrm{o}_{k}$ satisfies (1), (2), (3). We prove that the same happens for $\mathrm{o}_{k+1}$.
(1) is satisfied by definition.
(2) $x \in x \circ_{k} x \subset x \circ_{k} x \circ_{k} x=x \circ_{k+1} x$ by the inductive hypothesis.
(3) if $y \in x \circ_{k+1} x=x \circ_{k} x \circ_{k} x$, then, by the inductive hypothesis, there is $z \in x \circ_{k} x$ such that $y \in z \circ_{k} x=$ $=z \circ_{k} z \cup x \circ_{k} x$. If $y \in x \circ_{k} x$, then, by the inductive hypothesis $x \in y \circ_{k} y \subset y \circ_{k+1} y$. If not, we have $y \in z \circ_{k} z$ from which $z \in y \circ_{k} y$, but we also have $x \in z \circ_{k} z$ and therefore, by Theorem 22, (8), $x \in\left(y \circ_{k} y\right) \circ_{k}\left(y \circ_{k} y\right)=y \circ_{k} y \circ_{k} y=$ $=y \circ_{k+1} y$.
( $\beta$ ) For any $X \subset H$

$$
X \circ X=\bigcup_{(y, z) \in X \times X} y \circ z=\bigcup_{(y, z) \in X \times X}(y \circ y \cup z \circ z)=\bigcup_{x \in X} x \circ x .
$$

Then, for any $X \subset H$, by Theorem 22, (9)

$$
\begin{aligned}
X \circ X & \circ X \subset(X \circ X) \circ(X \circ X)= \\
& =\bigcup_{y \in X \circ X} y \circ y=\bigcup_{x \in X}\left(\bigcup_{y \in x \circ x} y \circ y\right)= \\
& =\bigcup_{x \in X}(x \circ x) \circ(x \circ x)= \\
& =\bigcup_{x \in X} x \circ x \circ x \subset X \circ X \circ X
\end{aligned}
$$

we have

$$
X \circ X \circ X=\bigcup_{x \in X} x \circ x \circ x
$$

Hence specifying $X=x \circ_{k} x \circ_{k} x=x \circ_{k+1} x$, by Theorem 22, (8)

$$
\begin{aligned}
& X \circ_{k} X \circ_{k} X=\bigcup_{z \in X} z \circ_{k} z \circ_{k} z= \\
& \quad=\bigcup_{x \in x \circ_{k+1} x} z \circ_{k+1} z=\left(x \circ_{k+1} x\right) \circ_{k+1}\left(x \circ_{k+1} x\right)= \\
& \quad=x \circ_{k+1} x \circ_{k+1} x=x \circ_{k+2} x .
\end{aligned}
$$

30. Theorem. Every hypergraph $\Gamma=<H ;\left\{A_{i}\right\}>$ determines a sequence of quasi-hypergroups $Q_{0}=\left(H ; \circ_{0}\right), Q_{1}=\left(H ; \circ_{1}\right), \ldots$, $Q_{m}=\left(H ; \mathrm{o}_{m}\right), \ldots$ such that $\forall k \geq 1, Q_{k}$ is an enlargement of $Q_{k-1}$. If there exists $s$ such that $Q_{s}=Q_{s+1}$, then $Q_{P_{\mathrm{T}}}$ is a hypergroup for some integer $P_{\Gamma}$.

Proof. Let $\forall x \in H, E_{0}(x)=E(x), E_{k+1}(x)=\bigcup_{y \in E_{k}(x)} E_{k}(y)$. We have a sequence of hypergraphs $\Gamma_{k}=\left\{E_{k}(x) \mid x \in H\right\}$ and of the associated quasihypergroups $H_{k}=\left(H ; \mathrm{o}_{k}\right)$, where $\forall x \in H, \forall k \geq 0$, $x \circ_{k} x=E_{k}(x)$. From Theorem 22, (8), and Theorem 29, ( $\alpha$ ), for
$\forall k \geq 0, \quad \forall x \in H, \quad x \circ_{k+1} x=E_{k+1}(x)=x \circ_{k} x \circ_{k} x$, and $\forall(x, y) \in H^{2}, x \circ_{k} y=x \circ_{k} x \cup y \circ_{k} y$.

It is clear that $x \circ_{k+1} x \supset x \circ_{k} x$.
Set $m(x)=\min \left\{k \mid x \circ_{k+1} x=x \circ_{k} x\right\}$.
We have that $\forall s \geq m(x), x \circ_{s} x=x \circ_{m(x)} x$. To see this, it is enough to prove the following implication: $x \circ_{k+1} x=x \circ_{k} x \Longrightarrow$ $x \mathrm{o}_{k+2} x=x \mathrm{o}_{k+1} x$. Indeed, applying in turns Theorem 29, ( $\beta$ )) and Theorem 22, (9)

$$
\begin{aligned}
& x \circ_{k+2} x= \\
& =\left(x \circ_{k} x \circ_{k} x\right) \circ_{k}\left(x \circ_{k} x \circ_{k} x\right) \circ_{k}\left(x \circ_{k} x \circ_{k} x\right)= \\
& =\left(x \circ_{k+1} x\right) \circ_{k}\left(x \circ_{k+1} x\right) \circ_{k}\left(x \circ_{k+1} x\right)= \\
& =\left(x \circ_{k} x\right) \circ_{k}\left(x \circ_{k} x\right) \circ_{k}\left(x \circ_{k} x\right)= \\
& \left.=x \circ_{k} x \circ_{k} x\right) \circ_{k}\left(x \circ_{k} x\right)=\left(x \circ_{k+1} x\right) \circ_{k}\left(x \circ_{k} x\right)= \\
& =\left(x \circ_{k} x\right) \circ_{k}\left(x \circ_{k} x\right)=x \circ_{k} x \circ_{k} x=x \circ_{k+1} x .
\end{aligned}
$$

Now let

$$
P_{\gamma}=\max \{m(x) \mid x \in H\} .
$$

It is clear that in $\left(H ; \circ_{P_{\mathrm{T}}}\right), \forall y \in H, y \circ_{P_{\mathrm{r}}} y \circ_{P_{\mathrm{r}}} y=y \circ_{P_{\mathrm{T}}} y$ and therefore, by Corollary 25 , the hypergroupoid ( $H ; \circ_{P_{r}}$ ) is a hypergroup.
31. Definition. Denoting by $S$ the class of semihypergroups, set

$$
a_{\Gamma}=\min \left\{s \in N^{*} \mid Q_{s} \in S\right\}
$$

## 32. Examples.

(1) If the edges are disjoint, i.e. $i \neq j \Longrightarrow A_{i} \cap A_{j} \neq \emptyset$, then $\left(\tau^{\prime}\right)$ is clearly satisfied and therefore the hyperproduct defined in ( 0 ) is associative.
(2) Let $\Gamma=\{\{1\},\{1,2\},\{3,4\}\}$. Also in this case $H_{\Gamma}$ satisfies $\left(\tau^{\prime}\right)$ and therefore it is associative.
(3) Let $\Gamma^{\prime}=\{\{1,2\},\{2,3\}\}$. We have $1 \circ 1=\{1,2\} \neq 1 \circ 1 \circ 1=$ $=\{1,2,3\}$. Then $H_{\Gamma^{\prime}}$ does not satisfy $\left(\tau^{\prime}\right)$, but is satisfies $(\tau)$, and therefore by Theorem 24,
$H_{\Gamma^{\prime}}$ is a hypergroup.
(4) Let $\Gamma^{\prime \prime}=\{\{1,2\},\{2,3\},\{3,4\},\{4,5\}\}$. It is (1०2) $03=$ $=(1,2,3) \circ 3=\{1,2,3,4\} ; 1 \circ(2 \circ 3)=\{1\} \circ\{1,2,3,4\}=$ $=\{1,2,3,4,5\}$; and therefore $H_{\Gamma^{\prime \prime}}$ is not associative. Remark: $(1 \circ 1) \circ(1 \circ 1)=1 \circ 1 \circ 1=\{1,2,3\},((1 \circ 1) \circ 1) \circ 1=\{1,2,3,4\}$.
(5) Let $\Gamma=\{\{1,2\},\{2,3\},\{3,4\},\{4,5\},\{5,6\},\{6,7\},\{7,8\}\}$. We can check that $4 \circ_{2} 4=5 \circ_{2} 5=H, 3 \circ_{2} 3=H-\{8\}, \forall x \in H$, $x \circ_{3} x=H$. Then in $<H ; \circ_{2}>$ the condition $(\tau)$ is satisfied and therefore, by Theorem $24,<H ; \mathrm{o}_{2}>$ is a hypergroup, different from the total hypergroup. Then it is clear that $2=a_{\Gamma}<P_{\Gamma}=3$.
33. Theorem. Let $\Gamma$ be a connected finite hypergraph, let $x_{0}, x_{1}, \ldots, x_{n}$ form a trail from $x_{0}$ to $x_{n}$, that is, $A_{i_{1}}, \ldots, A_{i_{n}}$ exist such that $\left\{x_{k-1}, x_{k}\right\} \subset A_{i_{k}}$ for all $k \in 1,2, \ldots, n$ and let $Q_{0}=H_{\Gamma}, \ldots, Q_{P_{\Gamma}}$, be the sequence of quasi-hypergroups associated with $\Gamma$. Then
(1) $\forall i, \forall k, \forall s: 0 \leq s \leq 2^{k}, x_{i+s} \in x_{i} \circ_{k} x_{i}$.
(2) $\left\{x_{i} \mid 0 \leq i \leq n\right\} \subset x_{0} \circ_{g(n)} x_{0}$, where $g(n)=\min \left\{m \in N \mid m \geq \log _{2}(n)\right\}$.
(3) There is $m$ such that $\left(H ; \circ_{m}\right)$ is a total hypergroup. If $\tau_{\Gamma}=\min \left\{m \mid\left(H ; \circ_{m}\right)\right.$ is total $\}$, we have: $a_{\Gamma} \leq P_{\Gamma}=\tau_{\Gamma} \leq g(\delta(\Gamma))$, where $\delta(\Gamma)$ is the diameter of $\Gamma$.

Proof. (1) For $k=0$ obviously $\left\{x_{i}, x_{i+1}\right\} \subset x_{i} \circ_{0} x_{i}$. Let us suppose: $\forall i, \forall s: 0 \leq s \leq 2^{k}, x_{i+s} \in x_{i} \circ_{k} x_{i}$, by induction we have:

$$
\begin{aligned}
& \text { for } 0 \leq t \leq 2^{k}, \\
& x_{i+s+t} \in x_{i+s} \circ_{k} x_{i+s} \subset x_{i+s} \circ_{k} x_{i} \subset x_{i} \circ_{k} x_{i} \circ_{k} x_{i}=x_{i} \circ_{k+1} x_{i}
\end{aligned}
$$

that is, $\forall r: 0 \leq r \leq 2^{k+1}, x_{i+r} \in x_{i} \circ_{k+1} x_{i}$.
(2) follows directly from (1).
(3) The first statement is a consequence of (2) and of the hypothesis of connectivity. For the second, it is enough to remark that $\forall(x, y) \in H^{2}$, there is a path $c$ from $x$ to $y$ of length $d(x, y) \leq \delta(\Gamma)$. Then $\forall y \in H, y \in x \circ_{g(d(x, y))} x \subset x \circ_{g(\delta(\Gamma))} x$ and therefore $\forall x \in H$, $x \circ_{g(\delta(\Gamma))} x=H$.
34. Theorem. Let $\Gamma$ be a connected finite hypergraph. Then we have: $a_{\Gamma}=P_{\Gamma}-1$.

Proof. It is clear that $a_{\Gamma} \leq P_{\Gamma}-1$. Indeed, if we let $k=P_{\Gamma}-1$, we have $\forall x \in H, x \circ_{k} x \circ_{k} x=H$ and therefore

$$
\forall v \in H, v \circ_{k} v \circ_{k} v-v \circ_{k} v \subset x \circ_{k} x \circ_{k} x
$$

whence, from Theorem $24,<H ; o_{k}>$ is a hypergroup. Let us prove now that $a_{\Gamma} \geq P_{\Gamma}-1$ that is, if $o_{k}$ is associative, $k \geq P_{\Gamma}-1$.

From Theorem 24, we have

$$
\forall(x, y) \in H \times H, y \circ_{k} y \circ_{k} y \supset x \circ_{k} x \circ_{k} x-x \circ_{k} x
$$

In order to prove that, $\forall z \in H, z \in y \circ_{k} y \circ_{k} y$ we remark two cases can occur:
(1) $z \circ_{k} z \neq z \circ_{k} z \circ_{k} z$, then $x \in z \circ_{k+1} z$ exists such that $x \notin z \circ_{k} z$; it follows from (3) Theorem 21, $z \notin x \circ_{k} x$ but $x \in z \mathrm{o}_{k+1} z$ implies $z \in x \circ_{k+1} x$, therefore $z \in x \circ_{k} x \circ_{k} x-x \circ_{k} x \subset y \circ_{k} y \circ_{k} y$.
(2) $z \circ_{k} z=z \circ_{k} z \circ_{k} z$. Since $\Gamma$ is connected, $z \circ_{k} z \circ_{k} z=H$. If $z \notin y \circ_{k+1} y$, it follows $y \notin z \circ_{k+1} z$, a contradiction, then $z \in y \circ_{k+1} y$.

Finally, $y \circ_{k+1} y=H$. Since that is true for $\forall y \in H$, it follows $k+1 \geq P_{\Gamma}$, i.e. $a_{\Gamma} \geq P_{\Gamma}-1$.
35. Definition. Let $\Gamma=\left\{H ;\left\{A_{j}\right\}_{j}\right\}$ be a hypergraph and let $x, y$ be points of $H$. We set $x R y$ if and only if either $x=y$ or a trail exists form $x$ to $y$, in other words $R$ is the least equivalence relation which contains the relation $R^{\prime}$ defined by $\Gamma$, i.e.

$$
x R^{\prime} y \Longleftrightarrow \exists j:\{x, y\} \subset A_{j}
$$

$\forall x \in H$, let $R(x)$ be the equivalence class $\bmod R$, determined by $x$.
36. Definition. If $\Gamma$ is any finite hypergraph, and $C_{1}, C_{2}, \ldots, C_{q}$ are the connected components of $\Gamma$, set $\tau_{\Gamma}=\max \left\{\tau_{C} \mid 1 \leq i \leq q\right\}$, $\forall x \in H$, let $\Gamma(x)$ be the connected component of $\Gamma$ to which $x$ belongs.
37. Theorem. Let $\Gamma$ be a finite hypergraph. Then $\forall x \in H$, we have $x \circ_{\tau_{\Gamma(x)}} x=R(x)$.

Proof. We prove the theorem by induction. It is clear that $\forall x$, $x \circ_{0} x \subset R(x)$. Let us suppose $x \circ_{k-1} x \subset R(x)$.

We have $x \circ_{k} x=x \circ_{k-1} x \circ_{k-1} x$, thus, by Theorem 22, (8), if $z \in x \circ_{k} x$, there is $y \in x \circ_{k-1} x$ such that $z \in y \circ_{k-1} y$, therefore $z R y R x$ and then $\forall k, x \circ_{k} x \subset R(x)$ whence the theorem.
38. Theorem. Let $\Gamma$ be a finite hypergraph. Then, $\forall x \in H$, we have $x \circ_{\pi_{\Gamma}} x=R(x)$.

Proof. It is immediate from Definition 36 and Theorem 37.

## §5. On the hypergroup $H_{\Gamma}$ associated with a hypergraph $\Gamma$

In the previous paragraph, we have seen that, given a hypergraph $\Gamma$ on a set $H$, that is a family $\Gamma=\left\{A_{i}\right\}_{i \in I}$ of non empty subsets $A_{i}$ of $H$ such that $\bigcup_{i \in I} A_{i}=H$, we can associate with $\Gamma$, a hypergroupoid defined by

$$
\forall x \in H, x \circ_{1} x=\bigcup_{A_{i} \ni x} A_{i}, \forall(x, y), x \circ_{1} y=x \circ_{1} x \cup y \circ_{1} y
$$

and a sequence of hypergroupoids $\left(\left(H ; o_{k}\right)\right)_{k \in \mathbb{N}^{*}}$, where for $k>1$

$$
x \circ_{k} x=x \circ_{k-1} x \circ_{k-1} x, x \circ_{k} y=x \circ_{k} x \cup y \circ_{k} y .
$$

Now, we consider the case $\Gamma=\{(1,2),(2,3), \ldots,(n-1, n)\}$, then the case when $\Gamma$ is connected and finally when $\Gamma$ is a tree.

The following results have been obtained by P. Corsini.
Let " $\circ_{i}$ " be the hyperoperation defined $\forall x \in H, x \circ_{i} x=$ $=\{y \mid d(x, y) \leq i\}$ (where $d(x, y)$ is the graphic distance between $x$ and $y$, that is the length of the shortest path between $x$ and $y$ ),

$$
\forall(x, y) \in H^{2}, x \circ_{i} y=x \circ_{i} x \cup y \circ_{i} y .
$$

Let $\delta$ be the diameter (if it exists) of $\Gamma$, that is

$$
\delta=\max \{d(x, y) \mid\{x, y\} \subset H\} .
$$

If we set $x D_{k} y \Longleftrightarrow x \in y \circ_{k} y$ and $x R_{i} y \Longleftrightarrow d(x, y) \leq i$, we have $D_{k}=R_{2^{k-1}}$. So, $x \circ_{k} y=x \circ_{2^{k-1}} y$. Set $I(n)=\{1,2, \ldots, n\}$.
39. Proposition. $\forall s \in I(n)$, we have

$$
D_{k}(s)=s \circ_{k} s=\left\{x \mid \min \left\{n, s+2^{k-1}\right\} \geq x \geq \max \left\{1, s-2^{k-1}\right\}\right\} .
$$

Proof. We prove the Proposition by induction on $k$. Set $k=1$. We have

$$
\begin{aligned}
& \forall s \in I(n)-\{1, n\} \\
& s \circ_{1} s=\{s-1, s, s+1\}, 1 \circ_{1} 1=\{1,2\}, n \circ_{1} n=\{n, n-1\}
\end{aligned}
$$

It follows $s \circ_{1} s \circ_{1} s=\{s-2, s-1, s, s+1, s+2\}$ if $s-2 \geq 1$, $s+2 \leq n$. Moreover,
$\forall s \in I(n), s \circ_{1} s \circ_{1} s=\{x \mid \min \{n, s+2\} \geq x \geq \max \{1, s-2\}\}$.
Set $\forall\{\alpha, \beta\} \subset I(n), I_{1}^{n}(\alpha, \beta)=\{x \mid \min \{n, \alpha\} \geq x \geq \max \{1, \beta\}\}$ and $T_{k}(s)=s \circ_{k} s \circ_{k} s$. Now, set by inductive hypothesis:

$$
T_{k-1}(s)=I_{1}^{n}\left(s+2^{k-1}, s-2^{k-1}\right)
$$

Then by [[74], Th. 5], we have

$$
T_{k}(s)=\left(T_{k-1}(s) \circ_{k-1} T_{k-1}(s)\right) \circ_{k-1} T_{k-1}(s)
$$

whence

$$
\begin{gathered}
T_{k}(s)= \\
=\left(I_{1}^{n}\left(s+2^{k-1}, s-2^{k-1}\right) \circ_{k-1} I_{1}^{n}\left(s+2^{k-1}, s-2^{k-1}\right) \circ_{k-1} I_{1}^{n}\left(s+2^{k-1}, s-2^{k-1}\right)\right.
\end{gathered}
$$

It follows
$T_{k}(s)=I_{1}^{n}\left(s+2^{k-1}+2^{k-2}, s-2^{k-1}-2^{k-2}\right) \circ_{k-1} I_{1}^{n}\left(s+2^{k-1}, s-2^{k-1}\right)$.
Finally,

$$
T_{k}(s)=I_{1}^{n}\left(s+2^{k-1}+2^{k-2}+2^{k-2}, s-2^{k-1}-2^{k-2}-2^{k-2}\right)
$$

so we have $T_{k}(s)=I_{1}^{n}\left(s+2^{k}, s-2^{k}\right)$.
40. Corollary. $\forall s \in H, \forall k \geq 1$, we have $s \circ_{k} s=s \circ_{2^{k-1}} s$.

Proof. Immediate.
Let us suppose now that $\Gamma$ is connected.

## 41. Theorem.

a) If $R_{i}$ has not outer elements (see Def. 5, Chapter 3), then $\left(H ; \mathrm{o}_{i}\right)$ is a join space. Let $\Gamma$ be a tree and let $\left(H ; \mathrm{o}_{i}\right)$ be a hypergroup. Then
b) $R_{i}$ has not outer elements.
c) We have $\delta \leq 2 i$.

Proof. a) The hypothesis implies the condition 4 of Theorem 8, Chapter 3, to be vacuous. The conditions $1,2,3$ of Theorem 8 , Chapter 3, are satisfied because $R_{i}$ is reflexive. Therefore ( $H ; o_{i}$ ) is a hypergroup. From Theorem 3 [38], follows that $\left\langle H ; o_{i}\right\rangle$ is a join space.
b) Suppose to the contrary that $x$ is outer. Then there exists $h \in H$ such that $(h, x) \notin R_{i}^{2}$. Since $\Gamma$ is a tree we have $R_{i}^{2}=R_{2 i}$. Therefore $(h, x) \notin R_{2 i}$ whence $d(h, x)>2 i$. Let $\pi$ be the path between $h$ and $x$. Let $p$ be the element of this path at a distance $2 i$ from $x$. Then $(p, x) \in R_{i}^{2}-R_{i}$, hence $R_{i}$ does not satisfy 4 of Theorem 8, Chapter 3, and so ( $H ; o_{i}$ ) is not a hypergroup.
c) It follows from the following remarks:

1. If $R$ is a relation on $H$, then $R$ is transitive if and only if $\forall a \in H$, we have $a \circ_{R} a \circ_{R} a=a \circ_{R} a$.
2. If $R$ is a symmetric nontransitive relation on $H$, such that $R \subset R^{2}$, then $H_{R}$ is a hypergroup if and only if $\forall x \in H$, we have $x \circ_{R} x \circ_{R} x=H$.
3. Lemma. Let $<H ; \Gamma>$ be a connected graph, $i \in \mathbb{N}^{*}$ and $<H ; o_{i}>$ the associated hypergroupoid. Then $\forall(a, b, c) \in H^{3}$, we have

$$
\begin{aligned}
& \left(a \circ_{i} b \circ_{i} c\right)=K^{\prime}(a, b, c)= \\
& \quad=\{\lambda \mid d(a, \lambda) \leq 2 i\} \cup\{\mu \mid d(b, \mu) \leq 2 i\} \cup\{\nu \mid d(c, \nu) \leq i\} \\
& a \circ_{i}\left(b \circ_{i} c\right)=K^{\prime \prime}(a, b, c)= \\
& \quad=\{x \mid d(a, x) \leq i\} \cup\{y \mid d(b, y) \leq 2 i\} \cup\{z \mid d(c, z) \leq 2 i\} .
\end{aligned}
$$

Proof. We have $\left(a \circ_{i} b\right) \circ_{i} c \subset K^{\prime}(a, b, c)$. Indeed,

$$
\begin{aligned}
\left(a \circ_{i} b\right) \circ_{i} c & =\left(\{y \mid d(a, y) \leq i\} \cup\{z \mid d(b, z) \leq i\} \circ_{i} c=\right. \\
= & \{u \mid d(u, y) \leq i, d(y, a) \leq i\} \cup \\
& \cup v \mid d(v, z) \leq i, d(z, b) \leq i\} \cup\{w \mid d(w, c) \leq i\}
\end{aligned}
$$

So,

$$
\begin{gathered}
\left(a \circ_{i} b\right) \circ_{i} c \subset K^{\prime}(a, b, c)= \\
=\{\lambda \mid d(\lambda, a) \leq 2 i\} \cup\{\mu \mid d(\mu, b) \leq 2 i\} \cup\{w \mid d(w, c) \leq i\}
\end{gathered}
$$

Let us see now that also $\left(a \circ_{i} b\right) \circ_{i} c \supset K^{\prime}(a, b, c)$.
Let $x \in\{\lambda \mid d(\lambda, a) \leq 2 i\}$. Then there is $q \leq 2 i$ such that $d(x, a)=q$. If $q \leq i$, then $x \in a \circ_{i} a \subset\left(a \circ_{i} b\right) \circ_{i} c$.
If $q>i$, there is a path $\pi$ between $a$ and $x$, there are $t \leq i$ and $w \in \pi$ such that

$$
d(a, w)=t, d(w, x) \leq p=q-t \leq i
$$

So $w \in a \circ_{i} a$ and $x \in w \circ_{i} w \subset w \circ_{i} c$, proving $x \in\left(a \circ_{i} a\right) \circ_{i} c \subset$ $\subset\left(a \circ_{i} b\right) \circ_{i} c$.

Analogously, one sees that $\{\mu \mid d(\mu, b) \leq 2 i\} \subset\left(a \circ_{i} b\right) \circ_{i} c$; hence

$$
K^{\prime} \subset\left(a \circ_{i} b\right) \circ_{i} c
$$

In a similar way, it can be proved that

$$
\begin{aligned}
& a \circ_{i}\left(b \circ_{i} c\right)=K^{\prime \prime}(a, b, c)= \\
& \quad=\{x \mid d(x, a) \leq i\} \cup\{y \mid d(y, b) \leq 2 i\} \cup\{z \mid d(z, c) \leq 2 i\}
\end{aligned}
$$

43. Theorem. Let $<H ; \Gamma>$ be a connected graph of finite diameter $\delta$. Then $\delta \leq 2 i$ if and only if $\forall(a, b, c),\left(a \circ_{i} b\right) \circ_{i} c=H=$ $=a \circ_{i}\left(b \circ_{i} c\right)$.

Proof. Set $\delta \leq 2 i$. Then it follows that

$$
\forall q \in H, \quad\{x \mid d(q x) \leq 2 i\}=H
$$

therefore $\forall(a, b, c)$

$$
\begin{aligned}
& \left(a \circ_{i} b\right) \circ_{i} c= \\
& \quad=\{x \mid d(a x) \leq 2 i\} \cup\{y \mid d(b y) \leq 2 i\} \cup\{z \mid d(a z) \leq i\}=H= \\
& \quad=\{x \mid d(a x) \leq i\} \cup\{y \mid d(b y) \leq 2 i\} \cup\{z \mid d(a z) \leq 2 i\}
\end{aligned}
$$

Whence $o_{i}$ is trivially associative since $\forall(a, b, c)$

$$
\left(a \circ_{i} b\right) \circ_{i} c=H=a \circ_{i}\left(b \circ_{i} c\right)
$$

For the converse, set $\forall(a, b, c) \in H^{3},\left(a \circ_{i} b\right) \circ_{i} c=H$. Then $\forall a$ we have

$$
H=\left(a \circ_{i} a\right) \circ_{i} a=K^{\prime \prime}(a, a, a)=\{x \mid d(a x) \leq 2 i\}
$$

therefore $\delta \leq 2 i$.

## §6. Other hyperstructures associated with hypergraphs

In this paragraph a new type of hypergroups associated with hypergraphs is defined. Some properties of their subhypergroups are studied. This is a generalization of hypergroups associated with graphs, given by P. Corsini. These results are obtained by V. and L. Leoreanu.

Let $\left\langle H,\left(A_{i}\right)_{i \in J}\right\rangle$ be a hypergraph, that is $\bigcup_{i \in J} A_{i}=H$ and
$=J, A_{i} \neq \emptyset$. $\forall i \in J, A_{i} \neq \emptyset$.

Let $x, y$ be two different points of $H$. We say that there is a trail between $x$ and $y$ if there is $\left\{x=x_{0}, x_{1}, \ldots, x_{n}=y\right\} \subset H$ and $\left\{j_{1}, j_{2}, \ldots, j_{n}\right\} \subset J$, such that $\forall i \in\{0,1, \ldots, n-1\}, \exists j_{i+1} \in J$, so that we have $\left\{x_{i}, x_{i+1}\right\} \subset A_{j_{i+1}}$ and $i \neq i^{\prime} \Longrightarrow\left\{x_{i}, x_{i+1}\right\} \neq\left\{x_{i^{\prime}}, x_{i^{\prime}+1}\right\}$. The trail is a path if the vertices are different.

We shall denote by $\gamma(x, y)$ the set of all the paths between $x$ and $y$ in $\left\langle H,\left(A_{i}\right)_{i \in J}\right\rangle$.

If $\pi \in \gamma(x, y), \pi: x=x_{0}, x_{1}, \ldots, x_{n}=y$ and $e_{k}^{\pi}=\left[x_{k-1}, x_{k}\right]$ is the $k$-edge of $\pi$, counting from $x$, set $\alpha_{\pi}=\left\{j \in J \mid \exists k: e_{k}^{\pi} \subset A_{j}\right\}$ and $\alpha_{x, y}=\bigcup_{\pi \in \gamma(x, y)} \alpha_{\pi}$.

Let us suppose that $\left\langle H,\left(A_{i}\right)_{i \in J}\right\rangle$ is a connected hypergraph.
Let us define the hyperoperation on the set $H$ as follows:

$$
x \circ y=\left\{\begin{array}{cl}
\bigcup_{j \in \alpha_{x, y}} A_{j}, & \text { if } x \neq y \\
\{x\}, & \text { if } x=y
\end{array}\right.
$$

## 44. Remarks.

1. "o" is a commutative hyperoperation.
2. $\{x, y\} \subset x \circ y$, so that $\langle H, \circ\rangle$ is a quasihypergroup.
3. Proposition. For any $x, y$ in $H$, we have

$$
(x \circ x) \circ y=x \circ(x \circ y)=x \circ y
$$

Proof. It is sufficiently to check that for any distinct $x, y$ in $H$, we have $x \circ(x \circ y)=x \circ y$.

Let $s$ be arbitrary in $x \circ(x \circ y)$; then there is $t \in x \circ y$, such that $s \in x \circ t$. We need to prove $s \in x \circ y$.

If $t=x$, then $s=x \in x \circ y$.
If $t=y$, then $s \in x \circ y$.
Let us suppose $t \notin\{x, y\}$. Since $t \in x \circ y$, it follows that there are $\pi_{1} \in \gamma(x, y)$ and $h \in \alpha_{\pi_{1}}$ such that $t \in A_{h}$.
$\pi_{1}: x=\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}, \alpha_{n}=y$
Since $s \in x \circ t$, it results that there is $\pi_{2} \in \gamma(x, t)$ and there is $k \in \alpha_{\pi_{2}}$, such that $s \in A_{k}$.
$\pi_{2}: x=\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}, \beta_{m}=t$
Let

$$
\begin{array}{ll}
J_{1}=\{0,1,2, \ldots, k-1\}, & J_{2}=\{k, k+1, \ldots, m\} \\
I_{1}=\{0,1,2, \ldots, h-1\}, & I_{2}=\{h, h+1, \ldots, n\}
\end{array}
$$

We shall consider the following situations:
I. If there is $(i, j) \in\left(I_{1} \cup I_{2}\right) \times J_{2}$ such that $\alpha_{i}=\beta_{j}$ and there is not $(i, j) \in\left(I_{1} \cup I_{2}\right) \times J_{1}$, such that $\alpha_{i}=\beta_{j}$, set

$$
\rho=\min \left\{j \in J_{2} \mid \exists I_{1} \cup I_{2}: \alpha_{i}=\beta_{j}\right\} \text { and } \beta_{p}=\alpha_{\bar{p}} .
$$

Then the trail

$$
x=\beta_{0}, \beta_{1}, \ldots, \beta_{p}=\alpha_{\bar{p}}, \alpha_{\bar{p}+1}, \ldots, \alpha_{n}=y
$$

is a path and $s \in x \circ y$.
II. If there is no $(i, j) \in\left(I_{1} \cup I_{2}\right) \times J_{2}$ such that $\alpha_{i}=\beta_{j}$ and there is $(i, j) \in\left(I_{1} \cup I_{2}\right) \times J_{1}$, such that $\alpha=\beta_{j}$, set

$$
p^{\prime}=\max \left\{j \in J_{1} \mid \exists i \in I_{1} \cup I_{2}: \alpha_{i}=\beta_{j}\right\} \text { and } \beta_{p^{\prime}}=\alpha_{\bar{p}^{\prime}}
$$

We have two possibilities:
II.1. If $p^{\prime}=\max \left\{j \in J_{1} \mid \exists i \in I_{1}: \alpha_{i}=\beta_{j}\right\}$ then $\bar{p}^{\prime} \in I_{1}$ and the trail:

$$
x=\alpha_{0}, \alpha_{1}, \ldots, \alpha_{\bar{p}^{\prime}}=\beta_{p^{\prime}}, \beta_{p^{\prime}+1}, \ldots, \beta_{m}=t, \alpha_{h+1}, \alpha_{h+2}, \ldots, \alpha_{n}
$$

is a path and $s \in x \circ y$.
II. 2 If $p^{\prime}=\max \left\{j \in J_{1} \mid \exists i \in I_{2}: \alpha_{i}=\beta_{j}\right\}$ then $\bar{p}^{\prime} \in I_{2}$ and the trail:

$$
x=\alpha_{0}, \alpha_{1}, \ldots, \alpha_{h-1}, t=\beta_{m}, \beta_{m-1}, \ldots, \beta_{p^{\prime}}=\alpha_{\vec{p}^{\prime}}, \alpha_{\bar{p}^{\prime}+1}, \ldots, \alpha_{n}=y
$$

is a path and $s \in x \circ y$.
III. If there is no $(i, j) \in\left(I_{1} \cup I_{2}\right) \times\left(J_{1} \cup J_{2}\right)$, such that $\alpha_{i}=\beta_{j}$, then the trail

$$
x=\beta_{0}, \beta_{1}, \ldots, \beta_{m}=t, \alpha_{h+1}, \alpha_{h+2}, \ldots, \alpha_{n}=y
$$

is a path and $s \in x \circ y$.
IV. If there are $(i, j) \in\left(I_{1} \cup I_{2}\right) \times J_{2}$ and $\left(i^{\prime}, j^{\prime}\right) \in\left(I_{1} \cup I_{2}\right) \times J_{1}$, such that $\alpha_{i}=\beta_{j}$ and $\alpha_{i^{\prime}}=\beta_{j^{\prime}}$, set

$$
\begin{array}{ll}
p=\min \left\{j \in J_{2} \mid \exists i \in I_{1} \cup I_{2}: \alpha_{i}=\beta_{j}\right\}, & \beta_{p}=\alpha_{\bar{p}} \quad \text { and } \\
p^{\prime}=\max \left\{j^{\prime} \in J_{1} \mid \exists i^{\prime} \in I_{1} \cup I_{2}: \alpha_{i^{\prime}}=\beta_{j^{\prime}}\right\}, & \beta_{p^{\prime}}=\alpha_{\bar{p}^{\prime}} .
\end{array}
$$

We shall consider the following possibilities:
IV.1. If $p^{\prime}=\max \left\{j \in J_{1} \mid \exists i \in I_{1}: \alpha_{i}=\beta_{j}\right\}$ and $\bar{p}<\vec{p}^{\prime}$, then the trail:

$$
x=\alpha_{0}, \alpha_{1}, \ldots, \alpha_{\bar{p}}=\beta_{p}, \beta_{p-1}, \ldots, \beta_{p^{\prime}}=\alpha_{\bar{p}^{\prime}}, \alpha_{\bar{p}^{\prime}+1}, \ldots, \alpha_{n}=y
$$

is a path and $s \in x \circ y$.
IV.2. If $p^{\prime}=\max \left\{j \in J_{1} \mid \exists i \in I_{1}: \alpha_{i}=\beta_{j}\right\}$ and $\bar{p}^{\prime}<\bar{p}$, then the trail:

$$
x=\alpha_{0}, \alpha_{1}, \ldots, \alpha_{\bar{p}^{\prime}}=\beta_{p^{\prime}}, \beta_{p^{\prime}+1}, \ldots, \beta_{p}=\alpha_{\bar{p}}, \alpha_{\bar{p}+1}, \ldots, \alpha_{n}=y
$$

is a path and $s \in x \circ y$.
IV.3. If $p^{\prime}=\max \left\{j \in J_{1} \mid \exists i \in I_{1}: \alpha_{i}=\beta_{j}\right\}$ and $\bar{p}<\bar{p}^{\prime}$, we consider the same path as at IV.1, and we have that $s \in x \circ y$.
IV.4. If $p^{\prime}=\max \left\{j \in J_{1} \mid \exists i \in I_{1}: \alpha_{i}=\beta_{j}\right\}$ and $\bar{p}^{\prime}<\bar{p}$, we consider the same path as at IV.2, and we have that $s \in x \circ y$.
46. Theorem. $\langle H, \circ\rangle$ is a regular reversible hypergroup.

Proof. First, we verify the associativity. It remains to check that:

$$
\forall(x, y, z) \in H^{3} ; x \neq y \neq z \neq x \text {, we have }(x \circ y) \circ z=x \circ(y \circ z) .
$$

We show that:

$$
\begin{equation*}
\forall(x, y, z) \in H^{3},(x \circ y) \circ z=x \circ z \cup x \circ y . \tag{*}
\end{equation*}
$$

By (*) and by Remark 20,

$$
\forall(x, y, z) \in H^{3},(x \circ y) \circ z \subset x \circ(y \circ z) .
$$

Therefore,
$x \circ(y \circ z)=(y \circ z) \circ x \subset y \circ(z \circ x)=(z \circ x) \circ y \subset z \circ(x \circ y)=(x \circ y) \circ z$.
Hence, if $(*)$ holds, we have:

$$
\forall(x, y, z) \in H^{3},(x \circ y) \circ z=x \circ(y \circ z)
$$

It sufficis to verify that
$\forall(x, y, z) \in H^{3}, x \neq y \neq z \neq x$, we have $(x \circ y) \circ z \subseteq x \circ z \cup x \circ y$.
Let $s$ be an arbitrary element of $x \circ y$ and $w$ an arbitrary element of $s \circ z$. We need to prove that $w \in x \circ z \cup x \circ y$.

If $s=z$, then $w \in z \circ z=\{z\}$, so $w=z \in x \circ z \cup x \circ y$.
Next, we consider $s \neq z$.
Since $s \in x \circ y$, there are $\pi_{1} \in \gamma(x, y)$ and $k \in J$, such that $s \in A_{k}$

$$
\pi_{1}: x=\beta_{0}, \beta_{1}, \ldots, \beta_{k-1}, \beta_{k}, \ldots, \beta_{m}=y
$$

Since $w \in s \circ z$, there are $\pi_{2} \in \gamma(s, z)$ and $h \in J$, such that $w \in A_{h}$

$$
\pi_{2}: x=\alpha_{0}, \alpha_{1}, \ldots, \alpha_{h-1}, \alpha_{h}, \ldots, \alpha_{n}=z
$$

Set

$$
\begin{array}{ll}
J_{1}=\{0,1, \ldots, k-1\}, & J_{2}=\{k, k+1, \ldots, m\} \\
I_{1}=\{0,1, \ldots, h-1\}, & I_{2}=\{h, h+1, \ldots, n\}
\end{array}
$$

We consider the following situations:
I. If there are $(i, j) \in I_{1} \times\left(J_{1} \cup J_{2}\right)$ and $\left(i^{\prime}, j^{\prime}\right) \in I_{2} \times\left(J_{1} \cup J_{2}\right)$, such that $\alpha_{i}=\beta_{j}$ and $\alpha_{i^{\prime}}=\beta_{j^{\prime}}$, then set

$$
\begin{array}{ll}
p_{1}=\min \left\{i \in I_{2} \mid \exists j \in J_{1} \cup J_{2}: \alpha_{i}=\beta_{j}\right\}, & \alpha_{p_{1}}=\beta_{\bar{p}_{1}} \\
p_{2}=\min \left\{i^{\prime} \in I_{1}^{\prime} \mid \exists j^{\prime} \in J_{1} \cup J_{2}: \alpha_{i^{\prime}}=\beta_{j^{\prime}}\right\}, & \alpha_{p_{2}}=\beta_{\bar{p}_{2}}
\end{array}
$$

We have the following cases:
I.1. If $p_{1}=\min \left\{i \in I_{2} \mid \exists j \in J_{1}: \alpha_{i}=\beta_{j}\right\}$ and $\bar{p}_{1}<\bar{p}_{2}$, then the trail:

$$
x=\beta_{0}, \beta_{1}, \ldots, \beta_{\bar{p}_{1}}=\alpha_{p_{1}}, \alpha_{p_{1}-1}, \ldots, \alpha_{p_{2}}=\beta_{\bar{p}_{2}}, \beta_{\bar{p}_{2}+1}, \ldots, \beta_{m}=y
$$

is a path and $w \in x \circ y$.
I.2. If $p_{1}=\min \left\{i \in I_{2} \mid \exists j \in J_{1}: \alpha_{i}=\beta_{j}\right\}$ and $\bar{p}_{2}<\bar{p}_{1}$, then the trail:

$$
x=\beta_{0}, \beta_{1}, \ldots, \beta_{\bar{p}_{2}}=\alpha_{p_{2}}, \alpha_{p_{2}+1}, \ldots, \alpha_{p_{1}}=\beta_{\bar{p}_{1}}, \beta_{\bar{p}_{1}+1}, \ldots, \beta_{m}=y
$$

is a path and $w \in x \circ y$.
I.3. If $p_{1}=\min \left\{i \in I_{2} \mid \exists j \in J_{2}: \alpha_{i}=\beta_{j}\right\}$ and $\bar{p}_{2}<\bar{p}_{1}$, then the trail:

$$
x=\beta_{0}, \beta_{1}, \ldots, \beta_{\bar{p}_{2}}=\alpha_{p_{2}}, \alpha_{p_{2}+1}, \ldots, \alpha_{p_{1}}=\beta_{\bar{p}_{1}}, \beta_{\bar{p}_{1}+1}, \ldots, \beta_{m}=y
$$

is a path and $w \in x \circ y$.
I.4. If $p_{1}=\min \left\{i \in I_{2} \mid \exists j \in J_{2}: \alpha_{i}=\beta_{j}\right\}$ and $\bar{p}_{1}<\bar{p}_{2}$, then the trail:

$$
x=\beta_{0}, \beta_{1}, \ldots, \beta_{\bar{p}_{1}}=\alpha_{p_{1}}, \alpha_{p_{1}-1}, \ldots, \alpha_{p_{1}}=\beta_{\bar{p}_{2}}, \beta_{\bar{p}_{2}+1}, \ldots, \beta_{m}=y
$$

is a path and $w \in x \circ y$.
II. If there is $(i, j) \in I_{1} \times\left(J_{1} \cup J_{2}\right)$ such that $\alpha_{i}=\beta_{j}$ and there is no $(i, j) \in I_{2} \times\left(J_{1} \cup J_{2}\right)$, such that $\alpha_{i}=\beta_{j}$, let

$$
p=\max \left\{i \in I_{1} \mid \exists j \in J_{1} \cup J_{2}: \alpha_{i}=\beta_{j}\right\}, \alpha_{p}=\beta_{\bar{p}} .
$$

Then the trail:

$$
x=\beta_{0}, \beta_{1}, \ldots, \beta_{\bar{p}}=\alpha_{p}, \alpha_{p+1}, \ldots, \alpha_{n}=z
$$

is a path and $w \in x \circ z$.
III. If there is no $(i, j) \in I_{1} \times\left(J_{1} \cup J_{2}\right)$ such that $\alpha_{i}=\beta_{j}$ and there is $(i, j) \in I_{2} \times\left(J_{1} \cup J_{2}\right)$, such that $\alpha_{i}=\beta_{j}$, let

$$
p=\min \left\{i \in I_{2} \mid \exists j \in J_{1} \cup J_{2}: \alpha_{i}=\beta_{j}\right\}, \alpha_{p}=\beta_{\bar{p}}
$$

We have the following cases:
III.1. If $p=\min \left\{i \in I_{2} \mid \exists j \in J_{1}: \alpha_{i}=\beta_{j}\right\}$, then $\bar{p} \in J_{1}$. The trail:

$$
x=\beta_{0}, \beta_{1}, . ., \beta_{\bar{p}}=\alpha_{p}, \alpha_{p-1}, \ldots, \alpha_{0}=s, \beta_{k+1}, \beta_{k+2}, \ldots, \beta_{m}=y
$$

is a path and $w \in x \circ y$.
III.2. If $p=\min \left\{i \in I_{2} \mid \exists j \in J_{2}: \alpha_{i}=\beta_{j}\right\}$, then $\bar{p} \in J_{2}$. The trail:

$$
x=\beta_{0}, \beta_{1}, . ., \beta_{k-1}, s=\alpha_{0}, \alpha_{1}, \ldots, \alpha_{p}=\beta_{\bar{p}}, \beta_{\bar{p}+1}, \ldots, \beta_{m}=y
$$

is a path and $w \in x \circ y$.
IV. If there is no $(i, j) \in\left(I_{1} \cup I_{2}\right) \times\left(J_{1} \cup J_{2}\right)$, such that $\alpha_{i}=\beta_{j}$, then the trail:

$$
x=\beta_{0}, \beta_{1}, \ldots, \beta_{k-1}, s=\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n}=z
$$

is a path and $w \in x \circ z$.
Therefore, $\langle H, \circ\rangle$ is a hypergroup.
Since for any $(a, x) \in H^{2}$, we have $a \in x \circ a=a \circ x$, it follows that any element of $H$ is an identity of $H$ and $H$ is the set of inverses of an arbitrary element of $H$. Therefore, $H$ is a regular hypergroup.

Let $(a, b, c) \in H^{3}$, such that $a \in b \circ c$; there is $c^{\prime}=b$ inverse of $c$, be such that $b \in a \circ c^{\prime}$ and there is $b^{\prime}=c$ inverse of $b$ such that $c \in b^{\prime} \circ a$, whence it follows that $H$ is a regular reversible hypergroup.
47. Remark. $(H, \circ)$ is a join space if and only if $\left\langle H,\left(A_{i}\right)_{i \in J}\right\rangle$ is a tree.

Indeed, if there is at least one $i_{0} \in J$, such that $\left|A_{i_{0}}\right| \geq 3$, this means there are $y, a, b$ in $A_{i_{0}}, y \neq a \neq b \neq y$; then we can consider $x \in H, x \notin\{a, b\}$, such that there is $i \in J:\{x, y\} \subset A_{i}$.

We have: $a \in A_{i_{0}} \cup A_{i} \subset x \circ b$ and $b \in A_{i_{0}} \cup A_{i} \subset x \circ a$, so that $x \in a / b \cap b / a$, but $a \circ a \cap b \circ b=\{a\} \cap\{b\}=\emptyset$. Therefore,
$\left\langle H,\left(A_{i}\right)_{i \in J}\right\rangle$ is a graph. But the only type of connected graph, for which the associated hypergroup is a join space is a tree (see [71]).

We present the following results on subhypergroups of $(H, \circ)$.

## 48. Proposition.

(i) For any $n \in \mathbb{N}^{*}$ and for any $\left(x_{1}, \ldots, x_{n}\right) \in H^{n}$, the set $\prod_{j=1}^{n} x_{j}$ is
a subhypergroup of $H$.
(ii) Any finite subhypergroup of $H$ can be written as a hyperproduct of elements of $H$.
(iii) There are hypergraphs, whose hypergroups have subhypergroups, that are not hyperproducts.
(iv) The only closed subhypergroup of $H$ is $H$.

Proof. (i) Let $S=\prod_{j=1}^{n} x_{j}$ and $a$ an arbitrary element of $S$. We need to prove that

$$
a \circ S=S
$$

Indeed, $\forall s \in S, s \in a \circ s$, so $S \subset a \circ S$.
Let $t \in S$. Then, since for any $x \in H$, we have $x \circ x=x$ and by the associativity and the commutativity, it results:

$$
a \circ t \subset S \circ S=\prod_{j=1}^{n} x_{j} \circ \prod_{j=1}^{n} x_{j}=\prod_{j=1}^{n} x_{j}=S
$$

(ii) Let $S=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a finite subhypergroup of $H$. Then $S=\prod_{j=1}^{n} x_{j}$.
(iii) We can consider the following examples:
$1^{\circ}$. Let $H=\mathbb{N}$ be the graph, for which there is an edge between $i$ and $j$, where $\{i, j\} \subset \mathbb{N}$, if $i$ and $j$ are consecutive numbers. Then

$$
i \circ j=\{k \in \mathbb{N} \mid \min \{i, j\} \leq k \leq \max \{i, j\}\}
$$

It results that, for any $\left\{i_{1}, i_{2}, \ldots, i_{s}\right\} \subset \mathbb{N}, s \in \mathbb{N}, s \geq 2$,

$$
\prod_{j=1}^{s} i_{j}=\left\{k \in \mathbb{N} \mid \min \left\{i_{1}, i_{2}, \ldots, i_{s}\right\} \leq k \leq \max \left\{i_{1}, i_{2}, \ldots, i_{s}\right\}\right.
$$

is a finite set.
For $i_{0} \in \mathbb{N}$, the set $S=\left\{j \in \mathbb{N} \mid j \geq i_{0}\right\}$ is an infinite subhypergroup of $H$ and $S$ is not a hyperproduct.
$2^{\circ}$. Let $\left\langle H,\left(A_{i}\right)_{i \in \mathbb{N}}\right\rangle$ be a hypergraph (that is $\forall i, A_{i} \neq \emptyset$ and $\left.\bigcup_{i \in I} A_{i}=H\right)$ such that: for any $i \in \mathbb{N}, A_{i}$ is the smallest subset of $\bigcup_{i \in I}$
$\mathbb{Q}_{+}$, containing $i$ and $i+1$ and such that if $\{x, y\} \subset A_{i}$, then

$$
\frac{x+y}{2} \in A_{i}
$$

For $x \in \mathbb{R}$, the number $[x]$ is the greatest integer not exceeding $x$.
Then, for any $\{x, y\} \subset H$, we have

$$
x \circ y=\left\{\begin{array}{cc}
\bigcup_{\min \{[x],[y]\} \leq k \leq \max \{[x],[y]\}} A_{k} & , \text { if } x \neq y \\
x & , \text { if } x=y
\end{array}\right.
$$

whence for any $m \in \mathbb{N}, \quad m \geq 2$, and for any different elements $x_{1}, x_{2}, \ldots, x_{m}$ of $H$, we have:

$$
\prod_{j=1}^{m} x_{j}=\bigcup_{\min \left\{\left[x_{1}\right],\left[x_{2}\right], \ldots,\left[x_{m}\right]\right\} \leq k \leq \max \left\{\left[x_{1}\right],\left[x_{2}\right], \ldots,\left[x_{m}\right]\right\}} A_{k}
$$

that is a bounded set.

But, for any $j_{0} \in \mathbb{N}, S=\left\{j \in H \mid j \geq j_{0}\right\}$ is an unbounded subhypergroup of $H$, so $S$ can not be written as a hyperproduct.
(iv) Let $S$ be a subhypergroup of $H, S \neq H$ and let $x \in S$ and $y \in H-S$. We have $x \in y \circ x$, so $S$ is not a closed subhypergroup. Therefore, $H$ has no proper closed or invertible or ultraclosed or complete part subhypergroup.

## Chapter 3

## Binary Relations

The first connection between a hyperstructure and a binary relation is implicit in Nieminen [300], who associated a hypergroup with a connected simple graph.

In the same direction, albeit with different hyperoperations associated with graphs, went the papers by Corsini ([74], [79]) and Rosenberg ([326]) and, in the following, by V. Leoreanu and L. Leoreanu ([238]).

Later, Chvalina ([38]) found a correspondence between partially ordered sets and hypergroups. Rosenberg ([326]) generalized Chvalina definition, associating with any binary relation a hypergroupoid.

Rosenberg hypergroup was studied by Corsini ([79]) and then, by Corsini and Leoreanu ([88]), who considered hypergroups associated with union, intersection, product, Cartesian product, direct limit of relations, as we have seen before.

There are still open problems on this subject. One of them is to find necessary and sufficient conditions for the hypergroupoids associated with union, intersection, product etc, to be hypergroups. Recently, Spartalis, De Salvo and Lo Faro have obtained new results on hyperstructures associated with binary relations.

## §1. Quasi-order hypergroups

Quasi-order hypergroups have been introduced and studied by Jan Chvalina.

1. Definition. Let ( $H, \cdot$ ) be a hypergroupoid. We say that $H$ is a quasi-order hypergroup (that is a hypergroup determined by a quasi-order) if $\forall(a, b) \in H^{2}, a \in a^{3} \subseteq a^{2}$ and $a \cdot b=a^{2} \cup b^{2}$. Moreover, if the following implication holds:

$$
a^{2}=b^{2} \Longrightarrow a=b
$$

for any $(a, b) \in H^{2}$, then ( $\left.H, \cdot\right)$ is called an order hypergroup.
2. Proposition. A hypergroupoid ( $H, \cdot$ ) is a (quasi)-order hypergroup if and only if there exists a (quasi)-order $\rho$ on the set $H$, such that

$$
\forall(a, b) \in H^{2}, \quad a \cdot b=\rho(a) \cup \rho(b) .
$$

Proof. " $\Longrightarrow$ " Let ( $H, \cdot$ ) be a quasi-order hypergroup. Let us define on $H$, the following binary relation:

$$
a \rho b \Longleftrightarrow b \in a^{2} .
$$

$\rho$ is reflexive, since $\forall a \in H$, we have $a \in a^{3} \subseteq a^{2}$.
If $a \rho d$ and $d \rho b$, then $d \in a^{2}$ and $b \in d^{2} \subseteq a^{4}=a^{2}$ (since $a^{3}=a^{2}$ ), so that $a \rho b$, that means $\rho$ is transitive.

Thus, $\rho$ is a quasi-order on $H$ and

$$
\forall(a, b) \in H^{2}, a \cdot b=a^{2} \cup b^{2}=\rho(a) \cup \rho(b) .
$$

Now, let ( $H, \cdot$ ) be an order hypergroup. The conditions $a \rho b$ and boa imply $a \in b^{2}$ and $b \in a^{2}$, whence $a^{2} \subseteq b^{4}=b^{2}, b^{2} \subseteq a^{4}=a^{2}$, that means $a^{2}=b^{2}$. Since ( $\left.H, \cdot\right)$ is an order hypergroup, we obtain $a=b$, so that $\rho$ is an order.
$" \Longleftarrow "$ Let $(H, \rho)$ be a quasi-ordered set. If we define on $H$ the hyperoperation $a \cdot b=\rho(a) \cup \rho(b)$, then $(H, \cdot)$ is a hypergroup satisfying $a \in a^{2}=a^{3}$ and $a^{2}=\rho(a)$, for any $a \in H$.

Moreover, if $\rho$ is antisymmetric and if we have $a^{2}=b^{2}$ (for $\left.(a, b) \in H^{2}\right)$ then $\rho(a)=\rho(b)$, that means $a \rho b$ and $b \rho a$, so we obtain $a=b$.
3. Notations. For any $(a, b) \in H^{2}$, we denote

$$
L_{\rho}(a, b)=\rho^{-1}(a) \cap \rho^{-1}(b) \text { and } U_{\rho}(a, b)=\rho(a) \cap \rho(b)
$$

4. Theorem. Let $(H, \cdot)$ be a quasi-order hypergroup and $\rho$ the associated quasi-order on $H$. The following conditions are equivalent:
(i) $(H, \cdot)$ is a join space;
(ii) for $\forall(a, b) \in H^{2}$, such that $a \cdot b \subseteq c^{2}$ for a suitable element $c \in H$, there exists an element $d \in H$, such that $d^{2} \subseteq a^{2} \cap b^{2}$;
(iii) for $\forall(a, b) \in H^{2}$, such that $L_{\rho}(a, b) \neq \emptyset$, we also have $U_{\rho}(a, b) \neq \emptyset$.

Proof. (i) $\Longrightarrow$ (ii) Let $(H, \cdot)$ be a join space and $(a, b) \in H^{2}$, such that $\exists c \in H: a \cdot b \subseteq c^{2}$. We have $\rho(a) \cup \rho(b)=a^{2} \cup b^{2}=a \cdot b \subseteq c^{2}=$ $=\rho(c)$ so $a \in \rho(a) \subseteq \rho(c), b \in \rho(b) \subseteq \rho(c)$. Hence $a \in \rho(b) \cup \rho(c)=b c$, $b \in \rho(a) \cup \rho(c)=a \cdot c$, whence $c \in a / b \cap b / a$. Therefore, $a^{2} \cap b^{2} \neq \emptyset$ and for any $d \in a^{2} \cap b^{2}$, we have $d^{2}=\rho(d) \subseteq \rho\left(a^{2} \cap b^{2}\right)=\rho(\rho(a) \cap \rho(b)) \subseteq$ $\subseteq \rho^{2}(a) \cap \rho^{2}(b) \subseteq \rho(a) \cap \rho(b)=a^{2} \cap b^{2}$, so we obtain (ii).
(ii) $\Longrightarrow$ (iii) Let $(a, b) \in H^{2}$, such that $L_{\rho}(a, b) \neq \emptyset$. Then there is $c \in L_{\rho}(a, b)=L_{\rho}(a, a) \cap L_{\rho}(b, b)=\rho^{-1}(a) \cap \rho^{-1}(b)$; hence $c \rho a$ and $c \rho b$. Since $a \in \rho(c)$ it results $\rho(a) \subset \rho^{2}(c)$ and we have $\rho^{2}(c) \subseteq \rho(c)$ so $\rho(a) \subseteq \rho(c)$ and similarly, $\rho(b) \subseteq \rho(c)$. Hence $a \cdot b=\rho(a) \cup \rho(b) \subseteq$ $\subseteq \rho(c)=c^{2}$. By hypothesis, there exists $d \in H$, such that $d^{2} \subseteq a^{2} \cap b^{2}$.

On the other hand, $a^{2} \cap b^{2}=\rho(a) \cap \rho(b)=U_{\rho}(a, a) \cap U_{\rho}(b, b)=$ $=U_{\rho}(a, b)$. It results $U_{\rho}(a, b) \neq \emptyset$.
(iii) $\Longrightarrow$ (i) We have to verify the following implication:

$$
a / b \cap c / d \neq \emptyset \Longrightarrow a \cdot d \cap b \cdot c \neq \emptyset
$$

Let $x \in a / b \cap c / d$. It results $a \in x b=\rho(x) \cup \rho(b)$ and $c \in x d=$ $=\rho(x) \cup \rho(d)$. We have the following possibilities:
$1^{\circ} x \in \rho^{-1}(a) \cap \rho^{-1}(c)=L_{\rho}(a, c)$. From (iii) it results $U_{\rho}(a, c)=$ $=\rho(a) \cap \rho(c) \neq \emptyset$. Therefore, $a d \cap b c=(\rho(a) \cup \rho(d)) \cap(\rho(b) \cup$ $\cup \rho(c))=(\rho(a) \cap \rho(b)) \cup(\rho(d) \cap \rho(b)) \cup(\rho(a) \cap \rho(c)) \cup(\rho(d) \cap$ $\cap \rho(c)) \neq \emptyset$.
$2^{\circ} a \in \rho(b)$. Then $\rho(a) \subset \rho^{2}(b) \subset \rho(b)$, so $\rho(a) \cap \rho(b) \neq \emptyset$, whence $a d \cap b c \neq \emptyset$.
$3^{\circ}$ Similarly, if $c \in \rho(d)$, then $\rho(c) \subset \rho^{2}(d) \subset \rho(d)$ so $\rho(c) \cap \rho(d) \neq \emptyset$, whence $a d \cap b c \neq \emptyset$.

In all the situations, we obtain $a d \cap b c \neq \emptyset$. Therefore, $(H, \cdot)$ is a join space.

## §2. Hypergroups associated with binary relations

I.G. Rosenberg associates a hypergroupoid $H_{R}$ with every binary relation $R$ on a set $H$ and with full domain, in this manner:

$$
\forall(x, y) \in H^{2}, x \circ y=\{z \in H \mid(x, z) \in R \text { or }(y, z) \in R\} .
$$

He characterizes all $R$ such that the hypergroupoid $H_{R}=(H, \circ)$ is a semihypergroup, hypergroup and join space.

Let $R \subset H \times H$ and for all $(x, y) \in H^{2}$, set $x \circ x=\{y \in H \mid(x, y) \in R\}, x \circ y=x \circ x \cup y \circ y$ and $H_{R}=\langle H ; \circ\rangle$.
5. Definition. We say that $x \in H$ is an outer element of $R$ if $\exists h \in H$, such that $(h, x) \notin R^{2}$ and an inner element of $R$ otherwise.

First of all, we have the following:
6. Lemma. $H_{R}$ is a hypergroupoid if and only if $H$ is the domain of $R$.
7. Theorem. Let $R$ be a binary relation on $H$ with full domain. Then $H_{R}$ is a semihypergroup if and only if $R \subseteq R^{2}$ and the following implication is satisfied:
$(\alpha)(a, x) \in R^{2} \Longrightarrow(a, x) \in R$
whenever $x$ is an outer element of $R$.
Proof. First notice that for $H_{R}$ the associative law for " ${ }^{\circ}$ " becomes

$$
a \circ a \cup\left(\bigcup_{u \in b \circ b \cup c o c} u \circ u\right)=\left(\bigcup_{v \in a \circ a \cup b o b} v \circ v\right) \cup c \circ c
$$

which can be expressed as follows: For all $(a, b, c, x) \in H^{4}$

$$
\begin{align*}
& (a, x) \in R \text { or }(b, x) \in R^{2} \text { or }(c, x) \in R^{2} \Longleftrightarrow \\
& \Longleftrightarrow(a, x) \in R^{2} \text { or }(b, x) \in R^{2} \text { or }(c, x) \in R .
\end{align*}
$$

$(\Longrightarrow)$ Let $H_{R}$ be a semihypergroup. Assume to the contrary that $R \nsubseteq R^{2}$. Then there exists $(b, x) \in R-R^{2}$. Consider $(\beta)$ for $a=x$ and $c=b$. Then the right-hand side of $(\beta)$ is clearly satisfied on account of $(c, x)=(b, x) \in R$. On the left-hand side $(b, x)=(c, x) \notin R^{2}$ and so $(x, x)=(a, x) \in R$. Now $(b, x) \in R$ and $(x, x) \in R$ yield the contradiction $(b, x) \in R^{2}$. Thus $R \subseteq R^{2}$. To prove ( $\alpha$ ) suppose to the contrary that there exist an outer element $x$ of $R$ and $a \in H$ such that $(a, x) \in R^{2}-R$. By the definition of an outer element clearly ( $b, x) \notin R^{2}$ for some $b \in H$. Set $c=b$ in $(\beta)$. In view of $(a, x) \in R^{2}$ the right-hand side of $(\beta)$ holds while the left-hand side is invalid on account of $(a, x) \notin R$ and $(b, x) \notin R^{2}$. This contradiction proves the validity of $(\alpha)$.
$(\Longleftarrow)$ Let $R \subseteq R^{2}$ and $(a, x) \in R^{2} \Longrightarrow(a, x) \in R$ provided $x$ is an outer element of $R$. Let $(a, b, c, x) \in H^{4}$. If $(b, x) \in R^{2}$ then both sides of $(\beta)$ are satisfied. Thus let $(b, x) \notin R^{2}$. Then $x$ outer and $(\alpha)$ yield $(a, x) \in R^{2} \Longrightarrow(a, x) \in R$. Notice that in view of
$R \subseteq R^{2}$ we have $(a, x) \in R^{2} \Longleftrightarrow(a, x) \in R$. By the same taken $(c, x) \in R^{2} \Longleftrightarrow(c, x) \in R$; together with $(b, x) \notin R^{2}$ this proves $(\beta)$.

The above Theorem can be reformulated for hypergroups in the following manner:
8. Theorem. Let $R$ be a binary relation. Then $H_{R}$ is a hypergroup if and only if

1) $R$ has full domain;
2) $R$ has full range;
3) $R \subseteq R^{2}$, and
4) $(a, x) \in R^{2} \Longrightarrow(a, x) \in R$
whenever $x$ is an outer element of $R$.
9. Proposition. Let $\langle H ; \circ>$ be a semihypergroup. There is a binary relation $R$ on $H$, such that $\left\langle H ; \circ>\right.$ is of the form $H_{R}$ if and only if $\forall(a, b) \in H^{2}$, the following conditions are satisfied:
$\left(1^{\circ}\right) a \circ b=a^{2} \cup b^{2} ;$
$\left(2^{\circ}\right) a^{2} \subseteq\left(a^{2}\right)^{2}$, and
$\left(3^{\circ}\right)\left(a^{2}\right)^{2} \cap\left(H-\left(b^{2}\right)^{2}\right) \subseteq a^{2}$.
Proof. $(\Longrightarrow)$ Let $H_{R}=<H ; \circ>$ be a semihypergroup. Notice that

$$
(z, t) \in R \Longleftrightarrow t \in z^{2}, \quad(z, t) \in R^{2} \Longleftrightarrow t \in\left(z^{2}\right)^{2} .
$$

Now ( $1^{\circ}$ ) follows from the definition of $H_{R}$ and ( $2^{\circ}$ ) is a translation of $R \subseteq R^{2}$. To prove ( $3^{\circ}$ ) let $x$ belong to the left side of $(\gamma)$. Then $(a, x) \in R^{2}$ and $(b, x) \notin R^{2}$ and therefore $x$ is an outer element of $R$. From ( $\alpha$ ) in Theorem 7 we obtain $(a, x) \in R$ which means $x \in a^{2}$.

$$
\begin{align*}
& (\Longleftarrow) \text { Let }<H ; \circ>\text { satisfy }\left(1^{\circ}\right)-\left(3^{\circ}\right) \text {. Set } \\
& \qquad R=\left\{(a, b) \mid a \in H, b \in a^{2}\right\}
\end{align*}
$$

Now ( $1^{\circ}$ ) means $a \circ b=a \circ a \cup b \circ b$ for all $a, b \in H$. As $a^{2}$ is nonvoid for each $a \in H$, clearly the domain of $R$ is $\mathbb{D}_{R}=H$. It can be easily verified that $\left(2^{\circ}\right)$ translates into $R \subseteq R^{2}$. To prove ( $\alpha$ ) let $(a, x) \in R^{2}$ where $x$ is an outer element of $R$. Then $(b, x) \notin R^{2}$ for some $b \in H$. From ( $\delta$ ) we obtain $x \in\left(a^{2}\right)^{2}$ and $x \notin\left(b^{2}\right)^{2}$. Now $(\gamma)$ yields $x \in a^{2}$ and $(a, x) \in R$ by $(\delta)$.

## §3. Hypergroups associated with union, intersection, direct product, direct limit of relations

As we have seen in the previous paragraph, with any binary relation $R$ on a set $H$, a partial hypergroupoid $H_{R}=\langle H ; \circ\rangle$ is associated, as follows:

$$
\forall(x, z) \in H^{2}, x \circ x=\{y \in H \mid(x, y) \in R\}, x \circ z=x \circ x \cup z \circ z
$$

Let

$$
\begin{aligned}
& \mathbb{D}(R)=\{x \in H \mid \exists y \in H:(x, y) \in R\} \\
& \mathbb{R}(R)=\{x \in H \mid \exists z \in H:(z, x) \in R\}
\end{aligned}
$$

for all $k \geq 2$,
$R^{k}=\left\{\left(a_{1}, a_{k+1}\right) \in H^{2} \mid \exists\left(a_{2}, \ldots, a_{k}\right) \in H^{k-1}:\left(a_{1}, a_{2}\right) \in R, \ldots,\left(a_{k}, a_{k+1}\right) \in R\right\}$.
$x$ is called an outer element for $R$ if $\exists h \in H:(h, x) \notin R^{2}$.
Rosenberg found conditions on $R$, such that $H_{R}$ is a hypergroup or a join space (see [326]). Let us recall Theorem 8, §2:
$H_{R}$ is a hypergroup if and only if:

1. $H=\mathbb{D}(R)$;
2. $H=\mathbb{R}(R)$;
3. $R \subset R^{2}$;
4. if $x$ is an outer element for $R$, then $\forall a \in H,(a, x) \in R^{2} \Longrightarrow(a, x) \in R$.

If $H_{R}$ is a hypergroup, then it is called the Rosenberg hypergroup.

In this paragraph, the hypergroup $H_{R}$ associated by Rosenberg with a binary relation $R$, is analysed especially in the case $R$ is symmetric, and conditions are found on relations $R_{i}$ so that the hypergroupoid associated with the union, intersection, direct product, direct limit of the $R_{i}$ is a hypergroup.

Let $\left\langle H_{R} ; \circ\right\rangle$ be the hypergroup associated to a binary relation $R$ satisfying the conditions 1-4 of Theorem 8.

Set $P=\{x \in H \mid x \circ x \not \supset x\}$ and $K=\{e \in H \mid$ eoe $\supset P\}$.
10. Theorem. $H_{R}$ is regular if and only if $K \neq \emptyset$.

Proof. Let us prove the two implications:
$" \Longrightarrow$ " Let $e$ be an identity of the regular hypergroup $H_{R}$.
If $P=\emptyset$, clearly eoe $\supset P$.
If $P \neq \emptyset$, then $\forall x \in P$, we have $e \circ x=e \circ e \cup x \circ x$. Since $x \notin x \circ x$, it follows that eoe $\ni x$, therefore eoe $\supset P$, whence $K \neq \emptyset$.
$" \Longleftarrow "$ If $P=\emptyset$, then $\forall x \in . H, x \circ x \ni x$, whence $\forall(x, y) \in H^{2}$, we have: $x \circ y=x \circ x \cup y \circ y \supset\{x, y\}$ so $H=I_{H}$ and $\forall x \in H$, $H=i(x)$ (the set of inverses of $x)$.

Now, let us suppose $P \neq \emptyset$. Then if $e \in H$ is such that eoe $\supset P$, we have

$$
\begin{aligned}
& \forall x \in P, \text { eox }=e \circ e \cup x \circ x \supset e \circ e \ni x . \\
& \forall y \in H-P, \text { eoy }=e \circ e \cup y \circ y \supset y \circ y \ni y .
\end{aligned}
$$

Therefore $I_{H}$ is not empty, since $I_{H} \supset K$. On the other side, if $e \in I_{H}$, we have $\forall z \in H, e \circ z=e \circ e \cup z \circ z \supset e \circ e \ni e$, whence $e \in i(z)$ and so $H_{R}$ is regular.

## 11. Remark.

1. $K \cap P=\emptyset$.
2. $K=I_{H}$.

## Proof.

1. If $e \in K \cap P$, then $e \in P$ implies $e \circ e \not \supset e$, but $e \in K$ implies e०e $\supset P \ni e$, a contradiction.
2. Let $e \in K$. Then eoe $\supseteq P$ and for every $h \in P, h \in e o e \subseteq h o e$. For $h \in H-P$, clearly $h \in h \circ h \subseteq h \circ e$. This proves $e \in I_{H}$ and $K \subseteq I_{H}$. We prove the inverse inclusion. Let $e \in I_{H}$, and $x \in P$. Then $e \circ x=e \circ e \cup x \circ x \ni x$. Since $x \circ x \not \supset x$ we obtain $x \in$ eoe hence $e \in K$.

For an equivalence relation $\theta$ on $H$ denote by $H / \theta$ the set of blocks (or equivalence classes) of $\theta$.
12. Theorem. If $H_{R}$ is a hypergroup then
(i) $R^{2}$ is transitive,
(ii) if, moreover, $R$ is symmetric, then $R^{2}$ is an equivalence relation on $H$,
(iii) if $R$ is symmetric and $\left|H / R^{2}\right|>1$ then $R$ is an equivalence relation on $H$.

Proof. (i) Suppose to the contrary that there exist $(x, y) \in R^{2} \ni$ $\ni(y, z)$ such that $(x, z) \notin R^{2}$. Then $z$ is outer and so $(y, z) \in R$. Since $(x, y) \in R^{2}$, there exists $a \in H$ such that $(x, a) \in R \ni(a, y)$. Now $(a, z) \in R^{2}$ shows $(a, z) \in R$. Thus $(x, z) \in R^{2}$, a contradiction.
(ii) Let $R$ be symmetric. Let $x \in H$. We have $(x, y) \in R$ for some $y \in H$ (since the domain of $R$ is $H$, according to 1 , Theorem $8)$ and by symmetry $(x, y) \in R \ni(y, x)$ whence $(x, x) \in R^{2}$, proving the reflexivity of $R^{2}$. It is clear that $R^{2}$ is symmetric and so by (i) the relation $R^{2}$ is an equivalence relation on $H$.
(iii) Let $R$ be symmetric and $\left|H / R^{2}\right|>1$. Then each $h \in H$ is outer and so $R^{2} \subset R \subset R^{2}$ by 3 and 4 of Theorem 8, proving $R=R^{2}$.
13. Theorem. If $K \neq \emptyset$ and $R$ is symmetric, then $H_{R}$ is a regular reversible hypergroup.

Proof. By Theorem 10, we know that $H_{R}$ is regular, so only the reversibility has to be proved. For any $a \in H$, set $U_{a}=a \circ a$.

Let $a \in b \circ c$. Since $b \circ c=U_{b} \cup U_{c}$ we can suppose $a \in U_{b}$ whence $(b, a) \in R$. Hence $(a, b) \in R$, and so $b \in U_{a}$. It follows that for all $x \in H$, we have $b \in U_{a} \cup U_{x}=a \circ x$; thus if $c^{\prime}$ is any inverse of $c$, then $b \in a \circ c^{\prime}$. So $H_{R}$ is reversible on one side.

Let us remember now that $\forall e \in I_{H}, e$ is an inverse of every element of $H$.
I. If $c \notin c \circ c$, then $c \in e \circ e$, whence $c \in e \circ e \cup U_{a}=e \circ a$ and $e \in i(b)$.
II. If $c \in c o c$ let us distinguish two cases:

1. $\left|H / R^{2}\right|>1$. In this case, $\forall x \in H$, we have $i(x)=I_{H}=H$ hence $c \in i(b)$, so $c \in c \circ a$, where $c \in i(b)$. Therefore, if $\left|H / R^{2}\right|>1, H$ is reversible.
2. Let us suppose now $\left|H / R^{2}\right|=1$, whence $R^{2}=H^{2}$. Let $e$ be an identity, since $e R^{2} c$, there is $d \in H$ such that $(e, d) \in$ $R \ni(d, c)$. It follows $c \in d \circ d$ and $d \in e \circ e$ from which $e \in d \circ d$ and $c \in d \circ d$. Therefore we have $d \circ b=U_{d} \cup U_{b}=$ $d \circ d \cup U_{b}$. Since $d \circ d \ni e$, it follows $d \circ b \ni e$, so $d \in i(b)$, but we have also $d \circ d \ni c$, then $d \circ a=d \circ d \cup a \circ a \ni c$. Therefore, we can conclude that $H_{R}$ is reversible on both sides.

## Operations on $\mathcal{R}(H)$ and the corresponding $H_{R}$

Let $R, S$ be binary relations on $H$, satisfying the conditions $1-3$ of Theorem 8. Then also $R \cup S$ satisfies 1-3, but generally, as the following examples show, $H_{R U S}$ is not a hypergroup even if both $H_{R}$ and $H_{S}$ are.
I. Let $H=\{1,2,3,4\}, I_{H}=\{(x, x) \mid x \in H\}$. $R=I_{H} \cup\{(1,2)\}$, $S=I_{H} \cup\{(2,3)\}$. Clearly, $H_{R}$ and $H_{S}$ are hypergroups and we have: $R^{2}=R, S^{2}=S$.
$(R \cup S)^{2}=R^{2} \cup S^{2} \cup R S \cup S R=R \cup S \cup\{(1,3)\} \supsetneqq R \cup S$.
Hence $(4,3) \notin(R \cup S)^{2}$, so 3 is outer for $R \cup S$, but $(1,3) \in(R \cup S)^{2}-R \cup S$. Therefore, $1,2,3$ of Theorem 8 are satisfied, but 4 is not, so $H_{R \cup S}$ is not a hypergroup.
II. If we suppose $R S \cup S R \subset R^{2} \cup S^{2}$, and $R^{2}=R, S^{2}=S$, then 4 is satisfied by $R \cup S$ and therefore $H_{R \cup S}$ is a hypergroup.
14. Remark. The condition $R S \cup S R \subset R^{2} \cup S^{2}$ (that is $(R \cup S)^{2}=$ $=R^{2} \cup S^{2}$ ) is not necessary for $H_{R \cup S}$ to be a hypergroup as we see in III:
III. Set $H=\{1,2,3\}$. $R=I_{H} \cup\{(1,2)\}, S=I_{H} \cup\{(2,3)\}$.

We have $R^{2}=R, S^{2}=S$ and $(R \cup S)^{2}=R^{2} \cup S^{2} \cup\{(1,3)\}$ so $(R \cup S)^{2} \neq R^{2} \cup S^{2}$ but $R \cup S$ satisfies the condition 4 .
15. Remark. Neither of $R^{2}=R, S^{2}=S$, nor both $H_{R}, H_{S}$ be hypergroups is necessary for $H_{R \cup S}$ to be a hypergroup as one sees in IV:
IV. Set $H=\{1,2,3\}$.
$R=\{(1,2),(2,1),(2,2),(3,3)\}, S=\{(2,3),(3,2),(1,1),(3,3)\}$, so $R^{2}=I_{H} \cup\{(1,2),(2,1)\} \supsetneqq R, S^{2}=I_{H} \cup\{(2,3),(3,2)\} \supsetneqq S$ and $(R \cup S)^{2}=H \times H \supsetneqq R^{2} \cup S^{2}$ whence all the conditions 1-4 are satisfied by $R \cup S$.

Let us remark also that $H_{R}, H_{S}$ do not satisfy 4 . Indeed:
$(3,1) \notin R^{2}$ implies that 1 is outer, but $(1,1) \notin R^{2}-R$.
$(1,2) \notin S^{2}$ implies that 2 is outer, but $(2,2) \notin S^{2}-S$.
16. Theorem. Let $R$ and $S$ be reflexive and transitive relations on $H$ (that is, quasi-orders). Then $H_{R \cap S}$ is a hypergroup.

Proof. Indeed, $R \cap S$ is quasi-order and so it satisfies 1-4 of Theorem 8.
17. Corollary. If $H_{R}$ and $H_{S}$ are hypergroups, $R$ and $S$ are symmetric, and $\left|H / R^{2}\right|>1<\left|H / S^{2}\right|$, then $H_{R \cap S}$ is a hypergroup.

Proof. It follows directly from Theorem 12 (iii) and Theorem $16 . \square$
18. Theorem. Let $R, S$ be relations on $H$ such that
$(\alpha) \mathbb{D}(R)=\mathbb{R}(R)=H=\mathbb{D}(S)=\mathbb{R}(S)$
( $\beta$ ) $R^{2}=R, S^{2}=S, R S=S R$.
Then $H_{R S}$ is a hypergroup.
Proof. Indeed, we have $(R S)(R S)=R(R S) S=R^{2} S^{2}=R S$, whence the conditions 3,4 of Theorem 8 are satisfied. Moreover, 1,2 of Theorem 8 follow from ( $\alpha$ ).
19. Corollary. If $R$ and $S$ are equivalence relations on $H$ such that $R S=S R$, then $H_{R S}$ is a hypergroup.

Proof. It follows from Theorem 18.
20. Theorem. Let $H_{1}, H_{2}$ be non empty sets. Le $R_{i}$ be a binary relation on $H_{i}(i=1,2)$ and $\left(H_{i}\right)_{R_{i}}=<H_{i} ; \circ_{i}>$ be the hypergroupoid associated with $R_{i}$. Let $H=H_{1} \times H_{2}$ and let $H$ be endowed with the hyperoperation $\left(x_{1}, x_{2}\right) \circ\left(y_{1}, y_{2}\right)=\left(x_{1} \circ_{1} y_{1}, x_{2} \circ_{2} y_{2}\right)$ and let $R_{1} \times R_{2}$ be the binary relation on $H$ defined as follows:
$\left(\left(a_{1}, x_{1}\right),\left(a_{2}, x_{2}\right)\right) \in R_{1} \times R_{2}$ if and only if $\left(a_{1}, a_{2}\right) \in R_{1},\left(x_{1}, x_{2}\right) \in R_{2}$.
Then
a) $H_{R_{1} \times R_{2}}=\left(H_{1}\right)_{R_{1}} \times\left(H_{2}\right)_{R_{2}}$.
b) $H_{R_{1} \times R_{2}}$ is a hypergroup if and only if for $j \in\{1,2\}$
(i) $\left(H_{j}\right)_{R_{j}}$ is a hypergroup, and
(ii) $R_{j}^{2} \neq H_{j}^{2} \Longrightarrow R_{3-j}=R_{3-j}^{2}$.

Proof. (a) Direct verification.
(b) $(\Longrightarrow)$ Let $H_{R_{1} \times R_{2}}$ be a hypergroup. We prove (i) for $j=1$. By 1 and 2 we get $\mathbb{D}\left(R_{1} \times R_{2}\right)=H=\mathbb{R}\left(R_{1} \times R_{2}\right)$ proving 1 and 2 for $R_{1}$. Next, by 3

$$
R_{1} \times R_{2} \subseteq\left(R_{1} \times R_{2}\right)^{2} \doteq R_{1}^{2} \times R_{2}^{2}
$$

and so $R_{1}$ satisfies 3 . To prove 4 let $z_{1}$ be an outer element of $R_{1}$ and $\left(a_{1}, z_{1}\right) \in R_{1}^{2}$. Since $\mathbb{D}\left(R_{2}\right)=H_{2}$, there exists $\left(a_{2}, z_{2}\right) \in R_{2}^{2}$. Clearly, $\left(z_{1}, z_{2}\right)$ is outer for $R_{1} \times R_{2}$ and from $\left(\left(a_{1}, a_{2}\right),\left(z_{1}, z_{2}\right)\right) \in R_{1}^{2} \times R_{2}^{2}$ and 4 we obtain $\left(\left(a_{1}, a_{2}\right),\left(z_{1}, z_{2}\right)\right) \in R_{1} \times R_{2}$ and $\left(a_{1}, z_{1}\right) \in R_{1}$. Thus $R_{1}$ satisfies 4 and $\left(H_{1}\right)_{R_{1}}$ is a hypergroup. The same proof shows that $\left(H_{2}\right)_{R_{2}}$ is a hypergroup.

To prove (ii) let $j=1$ and $R_{1}^{2} \neq H_{1}^{2}$. Choose $\left(z, x_{1}\right) \in H_{1}^{2}-R_{1}^{2}$.
To prove $R_{2}^{2} \subset R_{2}$ let $\left(y_{1}, y_{2}\right) \in R_{2}^{2}$. As $\mathbb{R}\left(R_{1}\right)=H_{1}=\mathbb{D}\left(R_{1}\right)$, we have ( $a, x_{1}$ ) $\in R_{1}$ for some $a$ and ( $\left.b, a\right) \in R_{1}$ for some $b$. Then $\left(b, x_{1}\right) \in R_{1}^{2}$ and $\left(y_{1}, y_{2}\right) \in R_{2}^{2}$ show $\left(\left(b, y_{1}\right),\left(x_{1}, y_{2}\right)\right) \in R_{1}^{2} \times R_{2}^{2}=$ $=\left(R_{1} \times R_{2}\right)^{2}$. Here $\left(x_{1}, y_{2}\right)$ is outer for $R_{1} \times R_{2}$ due to $\left(z, x_{1}\right) \notin R_{1}^{2}$. By 4 clearly $\left(\left(b, y_{1}\right),\left(x_{1}, y_{2}\right)\right) \in R_{1} \times R_{2}$ and $\left(y_{1}, y_{2}\right) \in R_{2}$ proving $R_{2}^{2} \subset R_{2}$. We showed above that $R_{2} \subset R_{2}^{2}$. Together $R_{2}^{2}=R_{2}$. The same proof works for $j=2$.
$(\Longleftarrow)$ Let (i) and (ii) hold. It is easy to see that $H_{R_{1} \times R_{2}}$ satisfies the conditions $1-3$. To prove 4 let $z=\left(z_{1}, z_{2}\right)$ be an outer element of $R_{1} \times R_{2}$. Then for some $j \in\{1,2\}$ the element $z_{j}$ is an outer element of $R_{j}$. Then $R_{j}^{2} \neq H_{j}^{2}$ and from (ii) we see that $R_{3-j}=R_{3-j}^{2}$. Let $a=\left(a_{1}, a_{2}\right)$ satisfy $(a, z) \in R_{1}^{2} \times R_{2}^{2}$. Since $\left(H_{j}\right)_{R_{j}}$ satisfies 4 we obtain $\left(a_{j}, z_{j}\right) \in R_{j}$. Moreover, since we have $R_{3-j}=R_{3-j}^{2}$, it results $(a, z) \in R_{1} \times R_{2}$.

Now, let us recall some definitions. We call model a pair $<H ; R\rangle$, that is a set $H$ endowed with a binary relation $R$.

If $\left\langle H^{\prime} ; R^{\prime}\right\rangle$ is another model, we say that a function $f: H \rightarrow H^{\prime}$ is a homomorphism of models, and we write $f \in \operatorname{Hom}\left(H, H^{\prime}\right)$, if the following implication is satisfied: $(x, y) \in R \Longrightarrow(f(x), f(y)) \in R^{\prime}$.

We say that a family of models $\left\{<H_{i}, R_{i}>\right\}_{i \in I}$ is direct if it satisfies the following conditions:
(i) $<I$; $\leq$ ) is a direct partially ordered set.
(ii) $\forall(i, j) \in I^{2}, i \neq j \Longleftrightarrow H_{i} \cap H_{j}=\emptyset$.
(iii) for any $(i, j) \in I^{2}$, if $i \leq j$, a homomorphism of models $\varphi_{j}^{i}: H_{i} \rightarrow H_{j}$ is defined, such that if $i \leq j \leq k$, we have $\varphi_{k}^{j} \varphi_{j}^{i}=\varphi_{k}^{i}$ and $\forall i \in I, \varphi_{i}^{i}=\operatorname{Id}\left(H_{i}\right)$.

Set $H=\bigcup_{i \in I} H_{i}$ and let us define in $H$ the following binary relation:

$$
\begin{gathered}
\forall\left(x_{i}, y_{j}\right) \in H_{i} \times H_{j}, x_{i} \sim y_{j} \Longleftrightarrow \exists k \in I, k \geq i, k \geq j, \\
\text { such that } \varphi_{k}^{i}\left(x_{i}\right)=\varphi_{k}^{j}\left(y_{j}\right) .
\end{gathered}
$$

The relation $\sim$ is an equivalence relation on $H$.
We shall denote $\varphi_{j}^{i}\left(x_{i}\right)$ by $x_{j}$. The direct limit $\bar{H}=\underline{\longrightarrow}\left(H_{i}\right)_{i \in I}$ is the quotient $H / \sim$ endowed with the binary relation $\bar{R}$

$$
(\bar{x}, \bar{z}) \in \bar{R} \Longleftrightarrow \exists q \in I, \exists x_{q} \in \bar{x} \cap H_{q}, \exists z_{q} \in \bar{z} \cap H_{q}
$$

such that $\left(x_{q}, z_{q}\right) \in R_{q}$.
21. Theorem. Let $\left.K=\left\{<H_{i}, R_{i}\right\rangle\right\}_{i \in I}$ be a direct family of models. If $\forall i \in I$, there is $k \in I, k \geq i$, such that $\left(H_{k}\right)_{R_{k}}$ is a hypergroup, then $\left(\bar{H}_{\bar{R}}\right)$ is a hypergroup.

Proof. To prove 1 of Theorem 8 for $\bar{R}$, let $\bar{x} \in \bar{H}$ be arbitrary. Choose $x \in \bar{x}$ Then $x \in H_{i}$ for some $i \in I$. There exists $k \geq i$ such that $\left(H_{k}\right)_{R_{k}}$ is a hypergroup. Clearly $x_{k}=\varphi_{k}^{i}(x) \in \bar{x} \cap H_{k}$ (due to $\varphi_{k}^{i}(x)=x_{k}=\varphi_{i}^{i}\left(x_{k}\right)$ ). From $\mathbb{D}\left(R_{k}\right)=H_{k}$ we obtain that $\left(x_{k}, y\right) \in R_{k}$ for some $y \in H_{k}$. Clearly $(\bar{x}, \bar{y}) \in \bar{R}$ proving 1 for $\bar{R}$.

The proof of 2 is similar.
To prove 3 let $(\bar{x}, \bar{y}) \in \bar{R}$. Then there exist $i \in I$ and $\left(x_{i}, y_{i}\right) \in$ $\in(\bar{x} \times \bar{y}) \cap R_{i}$. By assumption $\left(H_{k}\right)_{R_{k}}$ is a hypergroup for some $k \geq i$. Set $x_{k}=\varphi_{k}^{i}\left(x_{i}\right)$ and $y_{k}=\varphi_{k}^{i}\left(y_{i}\right)$. Notice that $x_{k} \in \bar{x}, y_{k} \in \bar{y}$ and $\left(x_{k}, y_{k}\right) \in R_{k}$ because $\varphi_{k}^{i}$ is a homomorphism of models. Applying 3 to $R_{k}$ we obtain $\left(x_{k}, y_{k}\right) \in R_{k}^{2}$ and so $\left(x_{k}, u\right),\left(u, y_{k}\right) \in R_{k}$ for some $u \in H_{k}$. Finally, $(\bar{x}, \bar{u}),(\bar{u}, \bar{y}) \in \bar{R}$ proving $\bar{R} \subseteq \bar{R}^{2}$.

To prove 4 let $\bar{z}$ be an outer element of $\bar{R}$. Then $(\bar{a}, \bar{z}) \notin \bar{R}^{2}$ for some $\bar{a} \in \bar{H}$. Let $\bar{b} \in \bar{H}$ satisfy $(\bar{b}, \bar{z}) \in \bar{R}^{2}$, whence $(\bar{b}, \bar{u}) \in$ $\bar{R} \ni(\bar{u}, \bar{z})$ for some $\bar{u} \in \bar{H}$. Then, from (i) and (iii), we obtain $(b, u) \in R_{q} \ni(u, z)$ for some $q \in I, b \in \bar{b} \cap H_{q}, z \in \bar{z} \cap H_{q}$ and $u \in \bar{u} \cap H_{q}$. Choose $a \in \bar{a}$. Then $a \in H_{r}$ for some $r \in I$. There exists $i \in I$ such that $i \geq q, i \geq r$. By the hypothesis $H^{\prime}=\left(H_{k}\right)_{R_{k}}$ is a hypergroup for some $k \in I, k \geq i$. Set $a^{\prime}=\varphi_{k}^{r}(a)$ and $z^{\prime}=\varphi_{k}^{q}(z)$. We show that $z^{\prime}$ is an outer element of $R_{k}$. Indeed, $a^{\prime} \in \bar{a} \cap H_{k}$ and $z^{\prime} \in \bar{z} \cap H_{k}$ satisfy $\left(a^{\prime}, z^{\prime}\right) \notin R_{k}^{2}$ since otherwise we would have $(\bar{a}, \bar{z}) \in \bar{R}^{2}$.

Set $b^{\prime}=\varphi_{k}^{q}(b)$ and $u^{\prime}=\varphi_{k}^{q}(u)$. Then $\left(b^{\prime}, u^{\prime}\right) \in R_{k} \ni\left(u^{\prime}, z^{\prime}\right)$ because $\varphi_{k}^{q}$ is a homomorphism. Thus, $\left(b^{\prime}, z^{\prime}\right) \in R_{k}^{2}$. Now the hypergroup $H^{\prime}$ satisfies 4 and so $\left(b^{\prime}, z^{\prime}\right) \in R_{k}$. This implies $(\bar{b}, \bar{z}) \in \bar{R}$ proving 4 for $\bar{H}$.

## Hypergraphs, relations and $H_{R}$

Denote by $\mathcal{H}(H)$ the set of hypergraphs on $H$, that is of families $K=\left\{A_{i}^{K}\right\}_{i \in I_{K}}$ where $I_{K}$ is nonempty, $\forall i \in I_{K}, A_{i}^{K} \in \mathcal{P}^{*}(H)$ and $\bigcup_{i \in I_{K}} A_{i}^{K}=H$.

Denote by $S R(H)$ the set of reflexive and symmetric binary relations on $H$. For any $K \in \mathcal{H}(H)$, define the relation $R_{K}=\Psi(K)$ as follows:

$$
\forall(x, y) \in H^{2}, x R_{K} y \text { if and only if } \exists i \in I_{K}:\{x, y\} \subset A_{i}^{K} .
$$

Clearly, $R_{K} \in S R(H)$ and $\Psi$ is a function $\Psi: \mathcal{H}(H) \rightarrow S R(H)$. $\Psi$ is surjective but not injective. Set $\Psi^{-1}(\Psi(K))=Q_{K}$.

Let now $\leq$ be the partial order on $Q_{K}$ defined on $\mathcal{H}(H): K_{1} \leq K_{2}$ if and only if $\forall i \in I_{K_{1}}, \exists j \in I_{K_{2}}$ such that $A_{i}^{K_{1}} \subseteq A_{j}^{K_{2}}$.

Let $\mathcal{O}: S R(H) \rightarrow \mathcal{P}^{*}(\mathcal{H}(H))$ be the function defined by setting $\forall R \in S R(H), \mathcal{O}(R)=\{K \in \mathcal{H}(H) \mid \Psi(K)=R\}$. Clearly, $\mathcal{O}\left(R_{K}\right)=Q_{K}$. For $H$ infinite we assume the axiom of choice.
22. Theorem. Let $R \in \mathcal{H}(H)$. Then $\mathcal{O}\left(R_{K}\right)$ is an interval of the order $\leq$, that is $\mathcal{O}(R)$ has a least element $\mu(R)=\{\{x, y\} \mid(x, y) \in R\}$ and a greatest element $M(R)$ which is the set of inclusion maximal subsets $B$ of $H$ such that $B \times B \subset R$.

## Proof.

(1) $\forall(x, y) \in H^{2}$, if $x R y$, then there exists $j$ such that $\{x, y\} \subset A_{j}^{K}$; therefore $\forall K \in \mathcal{O}(R), \mu(R) \leq K$.
(2) Let $K \in \mathcal{O}(R) . \forall i \in I_{K}$ we have clearly $A_{i}^{K} \times A_{i}^{K} \subset R$ and there exists $B \in \mathcal{P}^{*}(H)$ such that $A_{i}^{K} \subset B, B \times B \subset R$ and $B \times B \subset P \times P \subset R$ implies $P=B$. So $K \leq M(R)$.
23. Definition. Let ${ }_{R} \Psi_{m}$ and ${ }_{R} \Psi_{M}$ be the restrictions of $\Psi$ to the least and greatest hypergraphs of $\mathcal{O}(R)$, respectively. Let $\Psi_{m}$ and $\Psi_{M}$ be respectively the functions

$$
\begin{aligned}
& \Psi_{m}:\{\mu(R) \mid R \in S R(H)\} \longrightarrow S R(H) \\
& \Psi_{M}:\{M(R) \mid R \in S R(H)\} \longrightarrow S R(H)
\end{aligned}
$$

defined $\forall R \in S R(H)$,

$$
\begin{aligned}
& \Psi_{m}(\mu(R))={ }_{R} \Psi_{m}(\mu(R)), \\
& \Psi_{M}(M(R))={ }_{R} \Psi_{M}(M(R)) .
\end{aligned}
$$

24. Proposition. We have $\Psi_{m} \mu=I_{S R(H)}=\Psi_{M} M$, whence $\mu, M$ are injective, $\Psi_{m}, \Psi_{M}$ surjective.

Proof. It is enough to remark that if $R=R_{K}=\Psi(K)$, we have $\mu(R) \in \Psi^{-1}(\Psi(K)) \ni M(R)$, whence $\Psi_{m} \mu\left(R_{K}\right) \in \Psi\left(\Psi^{-1}(\Psi(K))\right) \ni$ $\ni \Psi_{M} M\left(R_{K}\right)$ from which $\Psi_{m} \mu\left(R_{K}\right)=\Psi_{M} M\left(R_{K}\right)=\Psi(K)=R_{K}$.

## Other topics

Let $R$ be a binary relation on $H$. Let $H(k)=<H ; o_{k}>$ be the succession of hypergroupoids defined recursively as follows:

$$
\begin{gathered}
\forall(x, y) \in H^{2}, x \circ_{1} y=x \circ y, \\
\forall k \geq 1, \forall x \in H, x \circ_{k+1} x=\bigcup_{y \in x \circ_{k} x} y \circ_{1} y, \\
\forall(x, y) \in H^{2}, x \circ_{k+1} y=x \circ_{k+1} x \cup y \circ_{k+1} y .
\end{gathered}
$$

We have clearly $z \in x \circ_{k} x$ if and only if $x R^{k} z$.
Let us denote $C_{t}(R)$ the transitive closure of the relation $R$.
25. Theorem. Let $R$ be a reflexive relation on $H$. Then the extension $\left\langle H\right.$; $\bar{\sigma}>$ of $H_{R}$ defined by setting

$$
\begin{aligned}
\forall x \in H, & x \bar{\circ} x=\bigcup_{k \geq 1} x \circ_{k} x \\
\forall(x, y) \in H^{2}, & x \bar{\circ} y=x \bar{\circ} x \cup y \bar{\circ} y
\end{aligned}
$$

is a hypergroup.
Proof. It is enough to remark that $\left\langle H ; \bar{\circ}>=H_{\bar{R}}\right.$ where $\bar{R}=\mathcal{C}_{t}(R)=\bigcup_{k \geq 1} R^{k}$ satisfies $\bar{R}^{2}=\bar{R}$ whence the conditions 1-4 of Theorem 8.
26. Corollary. Let $R$ be a reflexive relation on $H$ and let $|H|=n$. Then the hypergroupoid $<H ; \mathrm{o}_{n-1}>$ is a hypergroup.

Proof. The hypothesis implies that $R^{n-1}=\mathcal{C}_{t}(R)$.
27. Theorem. Let $R$ be a relation on $H$ and $K$ a subhypergroup of $H_{R}$. If $K \neq H$ then $K$ is not closed.

Proof. Indeed, if $(a, b, x) \in H^{3}$ is such that $a \in K, b \in U_{a}$, $x \in H-K$, we have $b \in a \circ x=a \circ a \cup x \circ x$. So $\{b, a\} \subset K$ but $x \notin K$ whence $K$ is not closed.
28. Theorem. Let $R$ be a symmetric relation on $H$ and $H_{R} a$ hypergroup.

1. If $\left|H / R^{2}\right|=1$, then $H_{R}$ has not proper subsemihypergroups.
2. If $\left|H / R^{2}\right|>1$, then every subsemihypergroup of $H_{R}$ is a subhypergroup of $H_{R}$.

Proof. It is enough to remark that $\forall(a, b) \in H^{2}, a R^{2} b$ if and only if $\exists x \in H$ such that $(a, x) \in R,(x, b) \in R$ whence $b \in a^{4}$. It follows that $\left.\forall a \in H, R^{2}(a) \subset<a\right\rangle$, where $\langle a\rangle$ is the subsemihypergroup generated by $a$.
29. Theorem. Let $H_{R}$ be a hypergroup and suppose $R$ to be symmetric. Then $R$ is regular. If $\left|H / R^{2}\right|>1$, then $R$ is an equivalence relation whence $H_{R} / R$ is a hypergroup.

Proof. Let $x R y$ and $z \in H$. We have: $x \circ z=U_{x} \cup U_{z}, y \circ z=U_{y} \cup U_{z}$. Set $q \in x \circ z$.

1. Let $R^{2}=\underset{=}{R}$. Then if $q \in z \circ z$, we have $q \overline{\bar{R}}(z \circ z)$; if $q \in x \circ x$, we have $q \overline{\bar{R}}(y \circ y)$ whence we obtain $x \circ z \bar{R} y \circ z$.
2. Let $R^{2}=H^{2}$. For any $\lambda \in x \circ x$, since $(\lambda, y) \in R^{2}$, there is $\mu$ such that $(\lambda, \mu) \in R,(\mu, y) \in R$ whence $(y, \mu) \in R$, so $\mu \in y \circ y$. Therefore, $x \circ x \bar{R} y \circ y$ for every $(x, y) \in H^{2}$. Then $R$ is regular on both sides.

The second statement follows from Theorem 12 and from [437, Theorem 29].

In this paragraph, the analysis of Rosenberg hypergroup, associated with union, intersection, product of relations is continued in depth, obtaining several results among which also the mutual associativity plays a part.
30. Proposition. Let $R$ be a relation on $H$. If $H_{R}$ is a hypergroup, then $\forall n \in \mathbb{N}^{*}, H_{R^{n}}$ is a hypergroup.

Proof. It is immediate that $\mathbb{D}(R)=\mathbb{R}(R)=H$ and $R \subset R^{2}$ imply $\mathbb{D}\left(R^{n}\right)=\mathbb{R}\left(R^{n}\right)=H$. Moreover, for every $1 \leq s \leq t$, we have $R^{s} \subset R^{t}$, in particular $R^{n} \subset R^{2 n}$, for every $n \in \mathbb{N}^{*}$. It remains to prove 4) in Theorem 8. Let $x$ be an outer element for $R^{n}$, that is there exists $h \in H:(h, x) \notin R^{2 n}$, whence $(h, x) \notin R^{2}$, that is also $x$ is an outer element for $R$.

Suppose $(a, x) \in R^{2 n}$. Then $\exists u_{1} \in H:\left(a, u_{1}\right) \in R^{2 n-2}$ and $\left(u_{1}, x\right) \in R^{2}$. Since $x$ is an outer element for $R$, clearly $\left(u_{1}, x\right) \in R$, so $(a, x) \in R^{2 n-1}$. Continuing in the same manner, we obtain $(a, x) \in R \subset R^{n}$.

Let us denote by $C_{t}(R)$ the transitive closure of a relation $R$.
31. Theorem. Let $R$ and $S$ be two relations on $H$, such that $R \subset S \subset S^{2} \subset C_{t}(R)$. If $H_{R}$ is a hypergroup, then also $H_{S}$ is a hypergroup.

Proof. Since $H_{R}$ is a hypergroup, we have $\mathbb{D}(R)=\mathbb{R}(R)=H$, whence $\mathbb{D}(S)=\mathbb{R}(S)=H$. Now, let us consider an outer element $x$ for $S$, that is $\exists h \in H:(h, x) \notin S^{2}$. Hence, $x$ is an outer element also for $R$.

We show $(a, x) \in C_{t}(R) \Longrightarrow(a, x) \in R$. Indeed, let $(a, x) \in$ $\in C_{t}(R)$. Denote by $\ell$ the least integer such that $(a, x) \in R^{\ell}$. Then there exist $a=u_{0}, u_{1}, \ldots, u_{\ell}=x$ such that $\left(u_{i}, u_{i+1}\right) \in R$ for all $i \in\{0,1, \ldots, \ell-1\}$. If $\ell \geq 2$, then $\left(u_{\ell-2}, x\right) \in R^{2}$ and $x$ outer for $R$ would yield ( $\left.u_{\ell-2}, x\right) \in R$ in contradiction to the minimality of $\ell$. Thus $\ell=1$ and $(a, x) \in R$.

Consider $(b, x) \in S^{2}$. Then $(b, x) \in C_{t}(R)$ and so $(b, x) \in R \subseteq S$ proving 4) for $S$.
32. Corollary. Let $R$ be a relation on $H$, such that $C_{t}(R)=H \times H$ and $H_{R}$ is a hypergroup. Then for each relation $S$ on $H$, such that $R \subset S \subset S^{2}, H_{S}$ is also a hypergroup.
33. Corollary. Let $R$ and $S$ be relations on $H$, such that $H_{R}$ is a hypergroup and let $k \geq 1$, and $s \geq 1$. Then

1. if $S \subset S^{2} \subset C_{t}(R)$, then also $H_{R^{s} \cup S^{k}}$ is a hypergroup;
2. if $T \subseteq C_{t}(R)$ is reflexive then also $H_{R^{s} \cup T}$ is a hypergroup.

Proof. 1. Since $H_{R}$ is a hypergroup, $R \subset R^{2}$. Hence the assumptions imply

$$
R \subset R^{s} \cup S^{k} \subset\left(R^{s} \cup S^{k}\right)^{2} \subset C_{t}(R)
$$

Apply the theorem.
2. In 1) set $S=T$ and $k=1$.
34. Corollary. Let $R$ and $S$ be relations on $H$, such that $H_{R \cap S}$ is a hypergroup and $R \subset R^{2} \subset C_{t}(R \cap S)$. Then also $H_{R}$ is a hypergroup. Proof. Apply the previous theorem to $R^{\prime}=R \cap S$ and $S^{\prime}=R$.
35. Corollary. Let $R$ and $S$ be two relations on $H$, such that $R \subset S \subset S^{2} \subset C_{t}(R)$. If $H_{R}$ is a hypergroup then for all positive $k_{1}$ and $k_{2}$, also $H_{R^{k_{1} S^{k_{2}}}}$ and $H_{S^{k_{2}} R^{k_{1}}}$ are hypergroups.
Proof. From $R \subset R^{2}$,

$$
\begin{gathered}
R \subset R^{k_{1}+k_{2}} \subset R^{k_{1}} S^{k_{2}} \subset R^{k_{1}+k_{2}+k_{1}} S^{k_{2}} \subset R^{k_{1}} S^{k_{2}} R^{k_{1}} S^{k_{2}}= \\
=\left(R^{k_{1}} S^{k_{2}}\right)^{2} \subseteq C_{t}(R)
\end{gathered}
$$

Theorem 31 applied to $R$ and $S^{\prime}=R^{k_{1}} S^{k_{2}}$ yields that $H_{R^{k_{1} S^{k_{2}}}}$ is a hypergroup. The proof that $H_{S^{k_{2}} R^{k_{2}}}$ is a hypergroup is similar.
36. Corollary. Let $R$ and $S$ be two reflexive relations on $H$, such that $S \subset C_{t}(R)$. If $H_{R \cup S}$ is a hypergroup, then for all positive $k_{1}$ and $k_{2}$, also $H_{R^{k_{1} S^{k_{2}}}}$ and $H_{S^{k_{2}} R^{k_{1}}}$ are hypergroups.

Proof. Set $R^{\prime}=R \cup S$ and $S^{\prime}=R^{k_{1}} S^{k_{2}}$. Since both $R$ and $S$ are reflexive, $R^{\prime} \subset S^{\prime} \subset S^{\prime 2} \subset C_{t}(R)$. Then apply Theorem 31 to $R^{\prime}$ and $S^{\prime}$ to obtain that $H_{R^{k_{1}} S^{k_{2}}}$ is a hypergroup.

By symmetry, also $H_{S^{k_{2}} R^{k_{1}}}$ is a hypergroup.
Now let us mention some results about mutually asociative $H_{R}$ hypergroups.

First, recall the definition of mutually associative partial hypergroupoids:
37. Definition. We say that two partial hypergroupoids $\left\langle H, \circ_{1}\right\rangle$ and $<H, \mathrm{o}_{2}>$ are mutually associative (m.a.) if $\forall(x, y, z) \in H^{3}$ we have
(*) $\quad\left(x \circ_{1} y\right) \circ_{2} z=x \circ_{1}\left(y \circ_{2} z\right),\left(x \circ_{2} y\right) \circ_{1} z=x \circ_{2}\left(y \circ_{1} z\right)$.
For a relation $R$ on $H$ and $X \subset H$ set

$$
R(X)=\{y \mid(x, y) \in R \text { for some } x \in X\} .
$$

If $X=\left\{x_{1}, \ldots, x_{n}\right\}$ we write $R\left(x_{1}, \ldots, x_{n}\right)$ for $R(X)$.
38. Proposition. Let $R$ and $S$ be relations on $H$ with full domain. Then $H_{R}=<H ; \circ_{R}>$ and $H_{S}=<H ; \circ_{S}>$ are mutually associative if and only if for all $(x, y, z) \in H^{3}$

$$
\begin{equation*}
R S(x, y) \cup S(z)=R(x) \cup S R(y, z) \tag{**}
\end{equation*}
$$

Proof. We have: if $\left(c \in \mathbb{D}(S) \Longrightarrow a \circ_{R} b \neq \emptyset\right)$, then $\left(a \circ_{R} b\right) \circ_{S} c=$ $=\{t \in H \mid(a, t) \in R S$ or $(b, t) \in R S$ or $(c, t) \in S\}$; if $(a \in \mathbb{D}(S)$ $\left.\Longrightarrow b \circ_{S} c \neq \emptyset\right)$, then $a \circ_{R}\left(b \circ_{S} c\right)=\{t \in H \mid(b, t) \in S R$ or $(c, t) \in S R$ or $(a, t) \in R\}$. Hence $(* *)$ is the first equality of $(*)$ for $H_{R}$ and $H_{S}$. Since both $H_{R}$ and $H_{S}$ are commutative, the second equality of $(*)$ coincides with the first one.
39. Proposition. Let $R$ and $S$ be two relations on $H$ such that $H_{R}$ and $H_{S}$ are mutually associative hypergroups. Then also $H_{R \cup S}$ is a hypergroup.

Proof. $\mathbb{D}(R \cup S)=H=\mathbb{R}(R \cup S)$ because $H_{R}$ is a hypergroup and so $\mathbb{D}(R)=H=\mathbb{R}(R)$. Next $R \subset R^{2}$ and $S \subset S^{2}$ and therefore $R \cup S \subset R^{2} \cup S^{2} \subset(R \cup S)^{2}$. To prove 4) in Theorem 8 let $x$ be an outer element for $R \cup S$. Then $(h, x) \notin(R \cup S)^{2}=R^{2} \cup R S \cup S R \cup S^{2}$ for some $h$; in particular $(h, x) \notin R^{2}$ and $x$ is outer for $R$.

Similarly, $x$ is outer for $S$. Now consider $(a, x) \in(R \cup S)^{2}$. If ( $a, x$ ) $\in R^{2}$ then ( $a, x$ ) $\in R$ because $H_{R}$ is a hypergroup and $x$ is outer for $R$. By symmetry the same holds for $(a, x) \in S^{2}$. Again by symmetry it suffices to consider $(a, x) \in R S$. Setting $x=a$ and $y=z=h$ we obtain

$$
R S(a, h) \cup S(h)=R(a) \cup S R(h)
$$

Here $x \in R S(a)$ but $x \notin S R(h)$ due to $(x, h) \notin(R \cup S)^{2}$. Thus $x \in R(a)$ proving the required $(a, x) \in R$.
40. Proposition. Let $R$ and $S$ be relations on $H$, such that $R \subset R S$ and $S R \cap\{(x, x) \mid x \in H\}=\emptyset$. If $H_{R}$ is a hypergroup and $H_{R}, H_{S}$ are mutually associative, then also $H_{R S}$ is a hypergroup.
Proof. Since $R \subset R S$ and $H_{R}$ is a hypergroup, it results

$$
\mathbb{D}(R S)=\mathbb{R}(R S)=H
$$

Moreover, from $R \subset R S$, it results $R S \subset(R S)^{2}$.
Now, let us consider $x$ an outer element for $R S$, so $x$ is also an outer element for $R$. If $(a, x) \in(R S)^{2}$, then $\exists b \in H$, such that $(a, b) \in R S \ni(b, x)$. Then $b \in\left(a \circ_{R} b\right) \circ_{S} b=a \circ_{R}\left(b \circ_{S} b\right)$ and since $(b, b) \notin S R$, it results $(a, b) \in R$.

Similarly, we have $x \in\left(b \circ_{R} x\right) \circ_{S} x=b \circ_{R}\left(x \circ_{S} x\right)$ and since $(x, x) \notin S R$, it results $(b, x) \in R$.

Therefore $(a, x) \in R^{2}$ and since $x$ is an outer element for $R$, it results $(a, x) \in R \subset R \circ S$.

Then $H_{R S}$ is a hypergroup.
41. Proposition. Let $R$ and $S$ be relations on $H$, such that $R \subset R S$ and $\mathbb{D}(S R) \neq H$. If $H_{R}$ is a hypergroup and $H_{R}, H_{S}$ are mutually associative, then $H_{R S}$ is a hypergroup.

Proof. As in the proof of the above proposition, we have

$$
\mathbb{D}(R S)=\mathbb{R}(R S)=H \text { and } R S \subset(R S)^{2}
$$

Let $x$ be an outer element for $R S$. If $(a, x) \in(R S)^{2}$, then $\exists b \in H$, such that $(a, b) \in R S \ni(b, x)$. Let $h \in H-\mathbb{D}(S R)$. We have $b \in\left(a \circ_{R} h\right) \circ_{S} h=a \circ_{R}\left(h \circ_{S} h\right)$ and since $(h, b) \notin S R$, it results $(a, b) \in R$.

Similarly, $x \in\left(b \circ_{1} h\right) \circ_{2} h=b \circ_{1}\left(h \circ_{2} h\right)$ and since $(h, x) \notin S R$ it results $(b, x) \in R$. Then $(a, x) \in R^{2}$, so $(a, x) \in R \subset R S$. Then $H_{R S}$ is a hypergroup.

## §4. Relation $\beta$ in semihypergroups

Recall that with each binary relation $R$ on a set $H$, a partial hypergroupoid $H_{R}=<H ; \circ>$ is associated as follows:
$\forall(x, z) \in H^{2}, x \circ_{R} x=\{y \in H \mid(x, y) \in R\}, x \circ_{R} z=x \circ_{R} x \cup z \circ_{R} z$.
$x$ is an outer element for $R$ if $\exists h \in H:(h, x) \notin R^{2}$.
Recall Theorem 8 of this chapter:
$H_{R}$ is a hypergroup if and only if:

1. $H=\mathbb{D}(R)$;
2. $H=\mathbb{D}(R)$;
3. $R \subset R^{2}$;
4. if $x$ is an outer element for $R$, then $\forall a \in H$, $(a, x) \in R^{2} \Longrightarrow(a, x) \in R$.

For a relation $T$ on $H$ set $H_{T}=<H ; \circ_{T}>$ and for two relations $R$ and $S$ on $H$, let $R S=\{(x, y) \mid(x, u) \in R,(u, y) \in S$ for some $u\}$.
42. Proposition. Let $R$ and $S$ be two relations on $H$. Then for all $a, b, c \in H$, we have:
(i) $\left(a \circ_{R} a\right) \circ_{R}\left(a \circ_{R} a\right)=\bigcup_{t \in a \circ_{R} a} t \circ_{R} t$;
(ii) $a \circ_{R} a \circ_{R} a=a \circ_{R} a \cup\left(a \circ_{R} a\right) \circ_{R}\left(a \circ_{R} a\right)$;
(iii) if $R \subset R^{2}$, then $(a, x) \in R^{2} \Longleftrightarrow x \in a \circ_{R} a \circ_{R} a$;
(iv) if $a \circ_{S} a \neq \emptyset \Longrightarrow a \circ_{R} a \neq \emptyset$, then
$\left(a \circ_{R} a\right) \circ_{S} a=a \circ_{S} a \cup a \circ_{R S} a ;$
(v) $\left(a \circ_{R} a\right) \circ_{S}\left(a \circ_{R} a\right)=a \circ_{R S} a$;
(vi) $a \circ_{R \cup S} a=a \circ_{R} a \cup a \circ_{S} a ; a \circ_{R \cap S} a=a \circ_{R} a \cap a \circ_{S} a$;
$a \circ_{R \cup S} a \circ_{R \cap S} a=a \circ_{R} a \circ_{R} a \cup a \circ_{S} a \circ_{S} a \cup a \circ_{R S} a \cup a \circ_{S R} a ;$
(vii) if $c \in \mathbb{D}(S) \Longrightarrow a \circ_{R} b \neq \emptyset$, then $\left(a \circ_{R} b\right) \circ_{S} c=$
$=\{t \in H \mid(a, t) \in R S$ or $(b, t) \in R S$ or $(c, t) \in S\} ;$
if $a \in \mathbb{D}(S) \Longrightarrow b \circ_{S} c \neq \emptyset$, then $a \circ_{R}\left(b \circ_{S} c\right)=$
$=\{t \in H \mid(b, t) \in S R$ or $(c, t) \in S R$ or $(a, t) \in R\}$.
Proof. A straightforward verification.
43. Corollary. If $R \subset R^{2}$, then $x$ is an outer element for $R$ if and only if $\exists a \in H$, such that $x \notin a \circ_{R} a \circ_{R} a$.
44. Remark. If $R \subset R^{2}$ then there are no outer elements for $R$ if and only if $\forall a \in H$, we have $a \circ_{R} a \circ_{R} a=H$.
45. Proposition. The following two conditions are equivalent for a relation $R$ on $H$, such that $R \subset R^{2}$ :
(i) $\forall(a, c) \in H^{2}$, we have $\left(R^{2}-R\right)(a) \subset R^{2}(c)$;
(ii) if $x$ is an outer element for $R$, then
$(a, x) \in R^{2} \Longrightarrow(a, x) \in R$.
46. Remarks.

1. If $R$ is a relation on $H$, such that $R \subset R^{2}$, then $R$ is transitive if and only if for all $a \in H$, we have $a \circ_{R} a \circ_{R} a=a \circ_{R} a$.
2. If $R$ is a relation on $H$, then $R \subset R^{2}$ if and only if for all $a \in H$, we have $a \circ_{R} a \circ_{R} a=\left(a \circ_{R} a\right) \circ_{R}\left(a \circ_{R} a\right)$.
3. If $R$ is a symmetric nontransitive relation on $H$, such that $R \subset R^{2}$, then $H_{R}$ is a hypergroup if and only if $\forall x \in H$, we have $x \circ_{R} x \circ_{R} x=H$.

Proof. " $\Longrightarrow$ " It results by (iii) of Theorem 12 and (iii) of Proposition 42.
$" \Longleftarrow "$ The conditions of Theorem 8 are verified.

Now, let $\langle H, o\rangle$ be a semihypergroup. Set

$$
P(H)=\left\{\prod_{i=1}^{n} a_{i} \mid n \in \mathbb{N}^{*} ; \forall i \in\{1,2, \ldots, n\}, a_{i} \in H\right\}
$$

We have:

$$
\begin{gathered}
\forall x \in H, x \circ_{\beta} x=\{y \in H \mid x \beta y\}= \\
=\left\{y \in H \mid \exists P_{0} \in P(H):\{x, y\} \subset P_{0}\right\}=\bigcup_{P_{0} \in P(H) ; x \in P_{0}} P_{0} .
\end{gathered}
$$

Denote

$$
\begin{gathered}
\bigcup_{P_{0} \in P(H) ; x \in P_{0}} P_{0}=\mathcal{C}_{1}(x) \text { and } \\
\forall n \in \mathbb{N}^{*}, \bigcup\left\{P_{0} \in P(H) \mid P_{0} \cap \mathcal{C}_{n}(x) \neq \emptyset\right\}=\mathcal{C}_{n+1}(x)
\end{gathered}
$$

47. Theorem. Let $H$ be a semihypergroup. Then the relation $\beta$ is transitive if and only if $\mathcal{C}(x)=\mathcal{C}_{1}(x)$, for all $x \in H$, where by $\mathcal{C}(x)$ we have denoted the complete closure of $x$.

Proof. By Remark 46, 1 , it results that $\beta$ is transitive if and only if

$$
\forall x \in H, x \circ_{\beta} x \circ_{\beta} x=x \circ_{\beta} x
$$

We have:

$$
\begin{gathered}
x \circ_{\beta} x \circ_{\beta} x=\bigcup_{a \in x \circ_{\beta} x} a \circ_{\beta} a \cup x \circ_{\beta} x= \\
=\left\{t \in H \mid t \in \mathcal{C}_{1}(a), a \in \mathcal{C}_{1}(x)\right\} \cup \mathcal{C}_{1}(x)= \\
=\left\{t \in H \mid t \in \bigcup_{P_{0} \in P(H) ; a \in P_{0}} P_{0}, a \in \mathcal{C}_{1}(x)\right\} \cup \mathcal{C}_{1}(x)= \\
=\cup\left\{P_{0} \in P(H) \mid P_{0} \cap \mathcal{C}_{1}(x) \neq \emptyset\right\} \cup \mathcal{C}_{1}(x)=\mathcal{C}_{2}(x) \cup \mathcal{C}_{1}(x) .
\end{gathered}
$$

Therefore, $\beta$ is transitive if and only if $\forall x \in H, \mathcal{C}_{2}(x) \cup \mathcal{C}(x)=\mathcal{C}_{1}(x)$, that is $\forall x \in H, \mathcal{C}_{2}(x) \subset \mathcal{C}_{1}(x)$. Then $\forall n \in \mathbb{N}^{*}, \mathcal{C}_{n+1}(x) \subset \mathcal{C}_{n}(x)$.

Indeed, if we suppose $\mathcal{C}_{k}(x) \subset \mathcal{C}_{k-1}(x)$, where $k \in \mathbb{N}^{*}$, then $\mathcal{C}_{k+1}(x)=\cup\left\{P_{0} \in P(H) \mid P_{0} \cap \mathcal{C}_{k}(x) \neq \emptyset\right\} \subset \cup\left\{P_{0} \in P(H) \mid\right.$ $\left.P_{0} \cap \mathcal{C}_{k-1}(x) \neq \emptyset\right\}=\mathcal{C}_{k}(x)$. Since $\mathcal{C}(x)=\bigcup_{i \in \mathbb{N}^{*}} \mathcal{C}_{i}(x)$, it results that $\beta$ is transitive if and only if $\forall x \in H, \mathcal{C}(x)=\mathcal{C}_{1}(x)$.
48. Proposition. Let $\mathbb{H}=\langle H, \cdot\rangle$ be a semihypergroup such that the relation $\beta$ is not transitive. Then $H_{\beta}$ is a hypergroup if and only if $\beta^{2}=H \times H$.

Proof. It results by Theorem 8.
49. Remarks. Let $\langle H, \cdot\rangle$ be a hypergroup.

1. If $(x, y) \in H^{2}$, such that $x \in x \cdot y$ (or $(x \in y \cdot x)$ then $x \cdot y \subset x \circ_{\beta} y$ (respectively, $y \cdot x \subset x \circ_{\beta} y$ ).
2. $\forall x \in H$, if $x \in x \cdot x$, then $x \cdot x \subset x \circ_{\beta} x$.

## Chapter 4

## Lattices

Introduced by Ch.S. Pierce and E. Schröder and independently by $R$. Dedekind, and afterwards developed by $G$. Birkhoff, V. Glivenko, K. Menger, J. von Neumann, O. Ore and others, Lattice Theory is a highly topical field, with many applications in mathematics.

Distributive lattices represent the starting point in Lattice Theory; their study is required by more and more frequent situations when distributivity is imposed by applications.

A weaker condition of distributivity is the modularity, introduced by R. Dedekind.

Modularity and distributivity are characterized in this chaper, using hyperstructures, particularly join spaces.

## §1. Distributive lattices and join spaces

The following hyperoperation was associated with an arbitrary lattice ( $L, \vee, \wedge$ ), by J.C. Varlet:

$$
\forall(a, b) \in L^{2}, a \circ b=\{x \in L \mid a \wedge b \leq x \leq a \vee b\}
$$

The study of this hyperoperation will be continued in §2.
The importance of the hyperstructure $(L, \circ)$ consists in the fact that it is frequently used in machine learning applications.

The following proposition can be easily verified:

1. Proposition. The following properties hold:
2. $\forall(a, b) \in L^{2},\{a, b\} \subset a \circ b ;$
3. $\forall(a, b) \in L^{2}, a \circ b=b \circ a$;
4. $\forall(a, b) \in L^{2}, a / b \neq \emptyset$ since $a \in a / b=\{x \in L \mid x \wedge b \leq a \leq x \vee b\} ;$
5. $\forall a \in L, a / a=L$;
6. $\forall(a, b) \in L^{2}, a / b \ni b$ if and only if $a=b$;
7. if a has the unique complement $b$, then

$$
a / b=\{a\} \text { and } b / a=\{b\} ;
$$

7. $x \in a / b \cap b / a$ if and only if $a \wedge x=b \wedge x$ and $a \vee x=b \vee x$.
J.C. Varlet [397] obtained the following result:
8. Theorem. For a lattice $L$, the following are equivalent:
(1) $L$ is distributive;
(2) $(L, \circ)$ is a join space.

Proof. (1) $\Longrightarrow(2)$. First of all, we shall verify the associativity of the hyperoperation " $\circ$ ". Let $a, b, c$ be arbitrary in $L$. The least and greatest elements of $a \circ(b \circ c)$ are $a \wedge b \wedge c$ and $a \vee b \vee c$ respectively, hence $a \circ(b \circ c) \subseteq[a \wedge b \wedge c, a \vee b \vee c]$.

Let us consider an arbitrary element $x$ of $[a \wedge b \wedge c, a \vee b \vee c]$. If $y=(x \wedge(b \vee c)) \vee(b \wedge c)$, then $b \wedge c \leq y \leq b \vee c$, that is $y \in b \circ c$. Moreover, $a \wedge y \leq c \leq a \vee y$. Indeed, using distributivity, we have:

$$
a \wedge((x \wedge(b \vee c)) \vee(b \wedge c))=(a \wedge x \wedge(b \vee c)) \vee(a \wedge b \wedge c) \leq x
$$

and
$a \vee((x \wedge(b \vee c)) \vee(b \wedge c))=(a \vee(b \wedge c) \vee x) \wedge(a \vee(b \wedge c) \vee(b \vee c)) \geq x$.

Hence

$$
x \in a \circ(b \circ c) \text { and } a \circ(b \circ c)=[a \wedge b \wedge c, a \vee b \vee c] .
$$

Similarly, we have $(a \circ b) \circ c=[a \wedge b \wedge c, a \vee b \vee c]$, whence it follows the associativity.

Now, let us assume that $a / b \cap c / d \neq \emptyset$, that is there exists $x \in L$ such that $a \in b \circ x$ and $c \in d \circ x$. We have to prove that there exists $y \in L$ such that $y \in a \circ d \cap b \circ c$; which is equivalent to

$$
(a \wedge d) \vee(b \wedge c) \leq y \leq(a \vee d) \wedge(b \vee c)
$$

From $b \wedge x \leq a \leq b \vee x$ and $d \wedge x \leq c \leq d \vee x$, we deduce

$$
a \wedge d \leq(b \vee x) \wedge d=(b \wedge d) \vee(x \wedge d) \leq(b \wedge d) \vee c \leq b \vee c
$$

Since $a \wedge d \leq b \vee c$ and $b \wedge c \leq b \vee c$, we have $(a \wedge d) \vee(b \wedge c) \leq b \vee c$.
Similarly, $(b \wedge c) \vee(a \wedge d) \leq a \vee d$, therefore $(a \wedge d) \vee(b \wedge c) \leq$ $\leq(a \vee d) \wedge(b \vee c)$, so $a \circ d \cap b \circ c \neq \emptyset$.
$(2) \Longrightarrow(1)$. First, let us notice that $a / b \cap b / d \neq \emptyset$ implies $a \circ d \cap b \circ b \neq \emptyset$ and since $b \circ b=\{b\}$, it follows $b \in a \circ d$.

Therefore $a / b \cap b / a \neq \emptyset$ implies $b \in a \circ a=\{a\}$, whence $a=b$.
Let us suppose $L$ is not distributive. Then $L$ contains a fiveelement sublattice $\{a, b, c, d, e\}$, with $a \vee c=b \vee c=e, a \wedge c=$ $=b \wedge c=d$ and either $a>b$ or $a, b, c$ mutually non-comparable. In both cases, $a / b$ contains $a$ and $c$, but not $d$.

We have $c \in a / b \cap b / a$ and yet $a \neq b$, contradiction.
Therefore, $L$ is a distributive lattice.

## §2. Lattice ordered join space

Ordered hypergroupoids and hypergroups have been studied by M. Konstantinidou and S. Serafimidis. In the following, an important example of lattice-ordered join space is considered, which is that one presented in §1. This topic has been explored by Ath. Kehagias and M . Konstantinidou and we present here some of their results.

Let $(L, \vee, \wedge)$ be a distributive lattice. Denote by " $\leq$ " the associated order.
3. Notation. The class of intervals of elements of $L$ is denoted by $I(L)$, that is:

$$
I(L)=\left\{[a, b] \mid(a, b) \in L^{2}, a \leq b\right\} .
$$

We consider on the distributive lattice ( $L, \vee, \wedge$ ) the following hyperoperation

$$
\forall(a, b) \in L^{2}, a \circ b=\{x \in L \mid a \wedge b \leq x \leq a \vee b\}=[a \wedge b, a \vee b] .
$$

4. Proposition. We have:

$$
I(L)=\left\{a \circ b \mid(a \circ b) \in L^{2}\right\} .
$$

Proof. If $[a, b] \in I(L)$, then, by definition, we have $a \leq b$ so $a \circ b=[a \wedge b, a \vee b]=[a, b]$. On the other hand, any $a \circ b$ is an interval, by definition.

The following properties of intervals $[a, b]$ (where $(a, b) \in L^{2}$, $a \leq b$ ), are useful to prove again that if ( $L, \leq$ ) is a distributive lattice, then $(L, \circ)$ is a hypergroup.
5. Proposition. Let $(a, b, x, y) \in L^{4}$, such that $x<y$ and $a \leq b$. We have:
(i) $a \circ[x, y]=[a \wedge x, a \vee y]$;
(ii) $[a, b] \circ[x, y]=[a \wedge x, b \vee y]$.

Proof. i) We have $a \circ[x, y]=\bigcup_{x \leq z \leq y} a \circ z$. If $u \in a \circ[x, y]$, then there is $z_{u} \in[x, y]$, such that $a \wedge z_{u} \leq u \leq a \vee z_{u}$.

Since $x \leq z_{u}$ and $z_{u} \leq y$ it follows $a \wedge x \leq a \wedge z_{u}$ and $a \vee z_{u} \leq a \vee y$.

Therefore, $a \wedge x \leq u \leq a \vee y$, whence $u \in[a \wedge x, a \vee y]$. Hence $a \circ[x, y] \subseteq[a \wedge x, a \vee y]$.

On the other hand, if $v \in[a \wedge x, a \vee y]$ and we set $z_{v}=(v \vee x) \wedge y$, then, by distributivity, we also have $z_{v}=(v \wedge y) \vee x$. Then $x \leq$ $\leq(v \wedge y) \vee x=z_{v}=(v \vee x) \wedge y \leq y$, that is $z_{v} \in[x, y]$. We also have
$z_{v} \wedge a=[(v \vee x) \wedge y] \wedge a=(v \vee x) \wedge(y \wedge a)=(v \wedge y \wedge a) \vee(x \wedge y \wedge a)$.
From $v \wedge y \wedge a \leq v$ and $x \wedge y \wedge a=x \wedge a \leq v$, it follows $z_{v} \wedge a \leq v$. Similarly, we can verify that $v \subseteq z_{v} \vee a$. So, $z_{v} \wedge a \leq v \leq z_{v} \vee a$, whence $v \in a \circ z_{v}$. Hence, $z_{v} \in[x, y]$ and $v \in a \circ z_{v}$, which implies that $v \in a \circ[x, y]$. Thus, $[x \wedge a, y \vee a] \subseteq a \circ[x, y]$. We can conclude that $[x \wedge a, y \vee a]=a \circ[x, y]$.
ii) First of all, we shall verify that $[a, b] \circ[x, y] \subseteq[a \wedge x, b \vee y]$. If $u \in[a, b] \circ[x, y]=\bigcup_{a \leq z \leq b} z \circ[x, y]=\bigcup_{a \leq z \leq b}[z \wedge x, z \vee y]$, then there is $z_{1} \in[a, b]$, such that $z_{1} \wedge x \leq u \leq z_{1} \vee y$. On the other hand, $a \wedge x \leq z_{1} \wedge x$ and $z_{1} \vee y \leq b \vee y$, whence $a \wedge x \leq z_{1} \wedge x \leq u \leq z_{1} \vee y \leq$ $\leq b \vee y$, so $u \in[a \wedge x, b \vee y]$. Therefore $[a, b] \circ[x, y] \subseteq[a \wedge x, b \vee y]$. Conversely, let $v \in[a \wedge x, b \vee y]$, that is $a \wedge x \leq v \leq b \vee y$. Set $z_{1}=(v \vee x) \wedge y=(v \wedge y) \vee x$ and $z_{2}=(v \vee a) \wedge b=(v \wedge b) \vee a$. It easily results that $z_{1} \in[x, y]$ and $z_{2} \in[a, b]$. We have

$$
\begin{aligned}
z_{1} \wedge z_{2}=[(v \vee x) & \wedge y] \wedge[(v \vee a) \wedge b]=[v \vee(a \wedge x)] \wedge[b \wedge y]= \\
& =[v \wedge(b \wedge y)] \vee[a \wedge x] \leq v
\end{aligned}
$$

Similarly, we verify that $v \leq z_{1} \vee z_{2}$, so $v \in z_{1} \circ z_{2} \subseteq[x, y] \circ[a, b]$. Therefore, $[a, b] \circ[x, y]=[a \wedge x, b \vee y]$.
6. Proposition. For any $(a, b, c) \in L^{3}$, the following properties hold:
(i) $(a \circ b) \circ c=a \circ(b \circ c)$;
(ii) $a \circ L=L$.

Moreover, $\nexists u \in L$ such that $\forall x \in L$, we have $|u \circ x|=1$.
Proof. i) $(a \circ b) \circ c=[a \wedge b, a \vee b] \circ c=[a \wedge b \wedge c, a \vee b \vee c]$, by the previous proposition. Similarly, $a \circ(b \circ c)=a \circ[b \wedge c, b \vee c]=[a \wedge b \wedge c, a \vee b \vee c]$.
ii) For any $a \in L$, we have $a \circ L=\bigcup_{x \in L} a \circ x \supseteq \bigcup_{x \in L} x=L$. On the other hand, we have $a \circ L \subseteq L$, so $a \circ L=L$. Finally, notice that for any $a \in L$ and $x \in L, x \neq a$, we have $\{a, x\} \subset a \circ x$, therefore $|a \circ x| \geq 2$.
7. Corollary. $(L, o)$ is a hypergroup.
8. Proposition. For any $(a, b) \in L^{2}$, we have that ( $a \circ b, \circ$ ) is a subhypergroup of $L$.
Proof. Let $(a, b) \in L^{2}$. We shall verify that for any $x$ and $y$ in ( $a, b$ ), we have:

$$
\text { 1) } x \circ y \subseteq a \circ b \text { and 2) } x \circ(a \circ b)=a \circ b \text {. }
$$

1) We have $a \wedge b \leq x \wedge y \leq x \vee y \leq a \vee b$, that means $x \circ y \subseteq a \circ b$.
2) We have $x \circ(a \circ b)=[x \wedge a \wedge b, x \vee a \vee b]=[a \wedge b, a \vee b]$, since $a \wedge b \leq x \leq a \vee b$.

Therefore, $x \circ(a \circ b)=a \circ b$.
9. Proposition. Let $(a, b, c) \in L^{3}$. We have:
(i) $a \circ(b \vee c)=(a \circ b) \vee(a \circ c)$;
(ii) $a \circ(b \wedge c)=(a \circ b) \wedge(a \circ c)$.

Proof. i) Let $u \in a \circ(b \vee c)$ and set $x=(a \vee b) \wedge u, y=(a \vee c) \wedge u$. From $a \circ(b \vee c)=[a \wedge(b \vee c), a \vee b \vee c]$ it follows $u \leq a \vee b \vee c$. We also have $x \vee y=[(a \vee b) \wedge u] \vee[(a \vee c) \wedge u]=(a \vee b \vee c) \wedge u=u$.

On the other hand, from $x=(a \vee b) \wedge u$ it follows $x \leq a \vee b$. From $a \wedge(b \vee c) \leq u$, we obtain $a \wedge b \leq u$; so $a \wedge b \leq(a \vee b) \wedge u=x$. Thus, $x \in a \circ b$. Similarly, we can verify that $y \in a \circ c$. Therefore,
$\forall u \in a \circ(b \vee c), \exists x \in a \circ b, \exists y \in a \circ c$ such that $u=x \vee y$. Hence $a \circ(b \vee c) \subseteq(a \circ b) \vee(a \circ c)$. Now, consider $v \in(a \circ b) \vee(a \circ c)$. Then there is $x \in a \circ b$ and $y \in a \circ c$, such that $v=x \vee y$. So, $a \wedge(b \vee c)=$ $=(a \wedge b) \vee(a \wedge c) \leq x \vee y=v$. Similarly, $v \leq a \vee(b \vee c)$. Hence $v \in a \circ(b \vee c)$, that means $(a \circ b) \vee(a \circ c) \subseteq a \circ(b \vee c)$. Therefore, $a \circ(b \vee c)=(a \circ b) \vee(a \circ c)$.
ii) It follows by duality.
10. Definition. The structure $(L, \leq, *)$ is called a strictly latticeordered hypergroup (respectively, join space) if and only if
(i) $(L, \leq)$ is a lattice;
(ii) $(L, *)$ is a hypergroup (respectively a join space);
(iii) $\forall(x, y) \in L^{2}, x \circ y$ is an interval;
(iv) $\forall(a, x, y) \in L^{3}$, we have:

$$
\begin{aligned}
& a *(x \vee y)=(a * x) \vee(a * y) \text { and } \\
& a *(x \wedge y)=(a * x) \wedge(a * y) .
\end{aligned}
$$

11. Remark. The structure $(L, \leq, 0)$ is a strictly lattice-ordered join space, according to Theorem 2.
12. Remark. In the hypergroup ( $L, \circ$ ), we have:
$\forall(a, b) \in L^{2}, a / b=\{x \in L \mid a \in x \circ b\}=\{x \in L \mid x \wedge b \leq a \leq x \vee b\}$.
From here it follows $\forall a \in L, a \in a / b$.
13. Proposition. For any $(a, b, c, d) \in L^{4}$, the following conditions are equivalent:
1) $a \wedge d \leq b \vee c$ and $b \wedge c \leq a \vee d$;
2) $a \circ d \cap b \circ c \neq \emptyset$.

Proof. 1) $\Longrightarrow 2$ ). From $a \wedge d \leq b \vee c$ and $b \wedge c \leq a \vee d$, we obtain $a \wedge d \leq(a \wedge d) \vee(b \wedge c) \leq a \vee d$ and $b \wedge c \leq(a \wedge d) \vee(b \wedge c) \leq b \vee c$. In a similar way, it follows:

$$
\begin{aligned}
& a \wedge d \leq(a \vee d) \wedge(b \vee c) \leq a \vee d \text { and } \\
& b \wedge c \leq(a \vee d) \wedge(b \vee c) \leq b \vee c
\end{aligned}
$$

Moreover, we have

$$
(a \wedge d) \vee(b \wedge c) \leq(a \vee d) \wedge(b \vee c)
$$

Set $u=(a \wedge d) \vee(b \wedge c)$ and $v=(a \vee d) \wedge(b \vee c)$. By the previous inequalities we obtain: $[u, v] \subseteq(a \circ d) \cap(b \circ c)$, so 2$)$ holds.
2) $\Rightarrow 1)$ Let $p \in a \circ d \cap b \circ c$. Then $a \wedge d \leq p \leq b \vee c$ and $b \wedge c \leq p \leq a \vee d$, whence we obtain 1).

## §3. Modular lattices and join spaces

In the following, the hypergroupoids attached to semi-lattices and lattices are studied. Moreover, characterizations for modular lattices are presented. Results on this direction have been obtained by St. Comer, J. Mittas, M. Konstantinidou and afterwards by G. Călugăreanu and V. Leoreanu. In the following, we mention some of them.

Let $(L, \leq, \vee)$ be a semi-lattice and let us consider the following hyperoperation on $L$, introduced by Nakano [298]:

$$
\forall(x, y) \in L^{2}, x \oplus y=\{z \in T \mid z \vee x=z \vee y=x \vee y\}
$$

We notice that

$$
\forall(x, y) \in L^{2}, x \vee y \in x \oplus y
$$

$<L, \oplus>$ is called the attached hypergroupoid to the semi-lattice $(L, \leq, \vee)$. Notice that $<L, \oplus>$ is a quasi-hypergroup and if $L$ has a zero, then 0 is a scalar identity of $\langle L, \oplus\rangle$.
14. Theorem. (Comer) If $<L, \leq>$ is a modular lattice with zero, then $(L, \oplus)$ is a canonical hypergroup.

We shall prove this theorem by a different way (see Lemma 24 - Prop. 35).
15. Proposition. For any $(x, y, z, w) \in L^{4}$, we have:

$$
(x \oplus y) \cap(z \oplus \omega) \neq \emptyset \Longrightarrow(x \oplus z) \cap(y \oplus w) \neq \emptyset
$$

Proof. Let $t \in(x \oplus y) \cap(z \oplus w)$. Then

$$
\begin{aligned}
t \in x \oplus y & \Longrightarrow y \in x \oplus t \Longrightarrow y \in x \oplus(z \oplus w)=(x \oplus z) \oplus w \Longrightarrow \\
& \Longrightarrow \exists s \in x \oplus z, y \in s \oplus w \Longrightarrow s \in y \oplus w
\end{aligned}
$$

So, $(x \oplus z) \cap(y \oplus w) \neq \emptyset$.
16. Corollary. For any $(x, y) \in L^{2}$, we have

$$
(x \oplus x) \cap(y \oplus y) \neq \emptyset
$$

17. Proposition. If the hypergroupoid $<L, \oplus>$ associated with a semi-lattice is a hypergroup, then it is a join space.
Proof. It follows by the above proposition and the equality: $\forall(x, y) \in L^{2}, x / y=x \oplus y$.

Let us suppose in the following that $<L, \oplus>$ is a hypergroup.
18. Proposition. For any $n \in \mathbb{N}^{*}, \forall i \in\{1,2, \ldots, n\}, x_{i} \in L$, we have

$$
\bigcap_{i=1}^{n} x_{i} \oplus x_{i} \neq \emptyset
$$

Proof. We prove it by induction on $n$.

For $n=2$ we have just verified the thesis, so we suppose $\bigcap_{i=1}^{n-1} x_{i} \oplus x_{i} \neq \emptyset$.

Let $z \in \bigcap_{i=1}^{n-1} x_{i} \oplus x_{i}$ and $w \in x_{n} \oplus x_{n}$. We have $z \oplus z \cap w \oplus w \neq \emptyset$, whence there is $u \in z \oplus z \cap w \oplus w$. We have $u \leq z$ and $u \leq w$, hence for any $i \in\{1,2, \ldots, n\}, u \leq x_{i}$, whence $u \in \bigcap_{i=1}^{n} x_{i} \oplus x_{i}$.

Let us consider now

$$
I=\bigcap_{x \in L} x \oplus x
$$

and suppose that $I \neq \emptyset$. If $z \in I$, then we have $z \in x \oplus x$, that means $z \leq x$, for any $x \in L$. So, $L$ has a minimum, such that $z=z \oplus z$. It follows:
19. Proposition. If $I \neq \emptyset$, then $L$ has minimum, which we denote by 0 (it is a scalar) and the attached hypergroup $(L, \oplus)$ is a canonical one and conversely, if $(L, \oplus)$ is a canonical hypergroup, then $I \neq \emptyset$.
20. Remark. For any $x \in L$, we have that $h_{x}=x \oplus x$ is an invertible subhypergroup of the hypergroup $(L, \oplus)$.
21. Proposition. Let $h$ be a subhypergroup of $\langle L, \oplus\rangle$. Then $h=\bigcup_{x \in h}(x \oplus x)$.
Proof. Let $z \in h$. It follows $z \oplus z \subseteq \bigcup_{x \in h} x \oplus x$ and since $z \in z \oplus z$ it follows that $z \in \bigcup_{x \in h} x \oplus x$, hence $h \subset \bigcup_{x \in h} x \oplus x \subset h$, so we have the equality.
22. Remark. For any $(x, y) \in L^{2}$, we have:
(i) $h_{x y}=(x \oplus x) \cap(y \oplus y)$ is a subhypergroup of $L$.
(ii) if there is $\inf (x, y)=x \wedge y$, then $x \oplus x \cap y \oplus y=(x \wedge y) \oplus(x \wedge y)=h_{x \wedge y}$.
23. Proposition. For any $(x, y) \in L^{2}$, one has

$$
(x \oplus x) \cup(y \oplus y) \subseteq(x \oplus x) \oplus(y \oplus y)=(x \vee y) \oplus(x \vee y)=h_{x \vee y}
$$

Proof. Let us consider the following equivalence relation on $L$, denote by Mod $a$, where $a \in L$ :

$$
x \equiv y(\bmod a) \Longleftrightarrow a \vee x=a \vee y
$$

The equivalence class of $x$ is

$$
C_{a}(x)=\{y \in T \mid a \vee x=a \vee y\}
$$

First of all, let us prove that

$$
\forall(x, y) \in T^{2}, C_{a}(x) \oplus C_{a}(y)=(a \vee x) \oplus(a \vee y)
$$

Indeed, if $z \in C_{a}(x) \oplus C_{a}(y)$, then $\exists x^{\prime} \in C_{a}(x), \exists y^{\prime} \in C_{a}(y)$ such that $z \in x^{\prime} \oplus y^{\prime}$, so $z \vee x^{\prime}=z \vee y^{\prime}=x^{\prime} \vee y^{\prime}$, whence $z \vee\left(a \vee x^{\prime}\right)=$ $=z \vee\left(a \vee y^{\prime}\right)=\left(a \vee x^{\prime}\right) \vee\left(a \vee y^{\prime}\right)$, hence $z \in(a \vee x) \oplus(a \vee y)$. Then, $C_{a}(x) \oplus C_{a}(y) \subseteq(a \vee x) \oplus(a \vee y)$. Obviously, we have

$$
(a \vee x) \oplus(a \vee y) \subseteq C_{a}(x) \oplus C_{a}(y)
$$

Then $C_{a}(x) \oplus C_{a}(y)=(a \vee x) \oplus(a \vee y)$. On the other hand, $\forall x \in L$, we have $C_{a}(x)=x \oplus(a \oplus a)$. Indeed, if $z \in C_{a}(x)$, then $a \vee z=a \vee x$, hence $z \oplus(a \oplus a)=x \oplus(a \oplus a)$, whence $z \in x \oplus(a \oplus a)$. Conversely, if $z \in x \oplus(a \oplus a)$, then $z \oplus(a \oplus a) \subseteq x \oplus(a \oplus a)$ so $z \oplus(a \oplus a)=x \oplus(a \oplus a)$, hence $a \vee z=a \vee x$, that means $z \in C_{a}(x)$.

We have $(x \vee y) \oplus(x \vee y)=C_{x}(y) \oplus C_{x}(y)=[y \oplus(x \oplus x)] \oplus$ $\oplus[y \oplus(x \oplus x)]=(x \oplus x) \oplus(y \oplus y)$. If $z \in(x \oplus x \cup(y \oplus y)$, then $z \leq x \vee y$, that means $z \in(x \vee y) \oplus(x \vee y)$, so $(x \oplus x) \cup(y \oplus y) \subseteq(x \oplus x) \oplus(y \oplus y)$.

Now, let $L$ be a lattice and we define the hyperoperation on $L$, as above: for each $(a, b) \in L^{2}, a \oplus b=\{x \in L \mid a \vee x=b \vee x=a \vee b\}$.
24. Lemma. For $(a, b, c) \in L^{3}$, if $S=\{y \in L \mid a \vee b \vee y=$ $=a \vee c \vee y=b \vee c \vee y=a \vee b \vee c\}$ then $(a \oplus b) \oplus c \subseteq S$.

Proof. Let $y \in(a \oplus b) \oplus c$. Then $\exists x \in L: a \vee x=b \vee x=a \vee b$ and $x \vee c=x \vee y=y \vee c$ and hence $(a \vee b) \vee y=(a \vee x) \vee y=$ $=a \vee(x \vee y)=a \vee(x \vee c)=\left\{\begin{array}{l}(a \vee x) \vee c=(a \vee b) \vee c \\ a \vee(c \vee y)=(a \vee c) \vee y\end{array}\right.$ respectively $(a \vee b) \vee y=(b \vee x) \vee y=b \vee(x \vee y)=b \vee(c \vee y)=(b \vee c) \vee y$. Therefore $y \in S$.
25. Corollary. If $y \in S$, then $b \vee c \leq b \vee y \vee a ; b \vee c \leq c \vee y \vee a$ and $y \vee a \leq y \vee b \vee c ; y \vee a \leq a \vee b \vee c$.
26. Lemma. If $L$ is a modular lattice, then $S \subseteq a \oplus(b \oplus c)$.

Proof. For an arbitrary $y \in S$ set $z=(y \vee a) \wedge(b \vee c)$. We verify $z \in b \oplus c$ and $y \in a \oplus z$.

Indeed, $b \vee z=b \vee[(y \vee a) \wedge(b \vee c)] \stackrel{\bmod }{=}(b \vee y \vee a) \wedge(b \vee c) \stackrel{*}{=} b \vee c$ and, similarly, $c \vee z=b \vee c$. On the other hand,

$$
y \vee z=y \vee[(b \vee c) \wedge(y \vee a)] \stackrel{\text { mod }}{=}(b \vee c) \wedge(y \vee a) \stackrel{*}{=} y \vee a
$$

and, similarly, $a \vee z=y \vee a$ (the $*$-equalities hold, according to the above consequence). Hence $y \in a \oplus z \subseteq a \oplus(b \oplus c)$.
27. Corollary. In a modular lattice, we have: $\forall(a, b, c) \in L^{3}$, $(a \oplus b) \oplus c=a \oplus(b \oplus c)$.
Proof. We already have $(a \oplus b) \oplus c \subseteq S \subseteq a \oplus(b \oplus c)$. The subset $S$ is invariant to permutations of $\{a, b, c\}$ so we also obtain $(b \oplus c) \oplus a \subseteq S$. By the commutativity, we have $a \oplus(b \oplus c) \subseteq S$ and so $a \oplus(b \oplus c)=S$. Analogously, $(a \oplus b) \oplus c=S$.
28. Corollary. If $L$ is a modular lattice, then $\langle L, \oplus>$ is a semihypergroup.
29. Remark. In an arbitrary lattice, the hyperoperation " $\oplus$ " is not generally associative.

Indeed, in the 5-elements non-modular lattice $N_{5}\left(N_{5}=\{0, a, b, c, 1\}\right.$, where $0<b<a<1,0<c<1$ and $a\|c, b\| c$, where " $\|$ " means that the corresponding elements are not comparable) one verifies that $(a \oplus b) \oplus c=\{1\} \neq\{1 ; c\}=a \oplus(b \oplus c)$.

Moreover, the following interesting characterization holds
30. Theorem. The hyperoperation " $\oplus$ " is associative if and only if the lattice $L$ is modular.
Proof. If $L$ is not modular, using a well-known characterization, $L$ contains a 5 -elements sublattice isomorphic to the above one: $\{m, a, b, c, M\}$, where $m<b<a<M, m<c<M$ and $a\|c, b\| c$.

But then $c \in a \oplus(b \oplus c)$ and $c \notin(a \oplus b) \oplus c$, hence " $\oplus$ " is not associative.

Indeed, $c \in\{y \in L \mid a \vee y=M \vee y=a \vee M=M\}=a \oplus M \subseteq$ $\subseteq a \oplus(b \oplus c)$, because $M \in\{x \in L \mid b \vee x=c \vee x=b \vee c=M\}=b \oplus c$. Finally, $a \oplus b=\{x \in L \mid a \vee x=b \vee x=a \vee b=a\}=\{x \in L \mid x \leq a=$ $=x \vee b\}$ so that $a \oplus b \cap\{x \in L \mid x \leq b\}=\emptyset$. On the other hand, $c \in(a \oplus b) \oplus c=\{y \in L \mid x \vee y=c \vee y=x \vee c$, where $x \in a \oplus b\}$. So, if $x \in a \oplus b$, then $x \leq c$, whence $x \leq \inf (a ; c)=m$ and so $x \leq b$, contradiction with the above void intersection.
31. Lemma. $<L, \oplus>$ is a quasi-hypergroup.

Proof. Indeed, $\forall(a, b) \in L^{2} ; \exists x=a \vee b: a \in b \oplus x=x \oplus b$, because $a \vee x=b \vee x=a \vee b$. Hence $\forall b \in L: b \oplus L=L \oplus b=L$.
32. Corollary. For a modular lattice $L,<L, \oplus>$ is a hypergroup.
33. Remark. Each element in $L$ is a partial identity in $<L, \oplus>$.

Indeed, $x \in x \oplus x$ holds for each $x \in L$.
34. Remark. For an arbitrary lattice, $\forall(a, b, c) \in L^{3}: a \in b \oplus c$ $\Longrightarrow b \in a \oplus c ; c \in a \oplus b$.
35. Proposition. If $L$ is a modular lattice with zero, then $<L, \oplus>$ is a canonical hypergroup.

Proof. Indeed, 0 is the unique scalar identity (that is $\forall a \in L$, $\{a\}=0 \oplus a$ and for any identity we have $e=e \oplus 0=0 \oplus e=0$; each element has a unique inverse: itself (indeed, $0 \in a \oplus a$ and $0 \in a \oplus b \Longrightarrow a=b$ ) and the reversibility follows from the previous remark.

Moreover,
36. Theorem. Let L be a modular lattice. The following conditions are equivalent:
(i) $<L, \oplus>$ is a regular hypergroup;
(ii) $\langle L, \oplus\rangle$ is a regular reversible hypergroup;
(iii) $<L, \oplus>$ is a canonical hypergroup;
(iv) L has a zero.

Proof. According to the proof of the above theorem it remains only to remark that if $m$ is the identity then $\forall a \in L$ we have $a \in m \oplus a=\{x \in L \mid m \vee a=m \vee x=x \vee a\}$ and so $\forall a \in L$, $m \leq a$.
37. Theorem. For a modular lattice $L,\langle L, \oplus\rangle$ is a join space.

Proof. We only have to verify that $a / b \cap c / d \neq \emptyset$ implies $(a \oplus d) \cap$ $\cap(b \oplus c) \neq \emptyset$ where $a / b=\{x \in L \mid a \in x \oplus b\}$. But $a / b=a \oplus b$ and so we have to verify that if $x \in(a \oplus b) \cap(c \oplus d)$ (that is $a \vee x=b \vee x=a \vee b$ and $c \vee x=d \vee x=c \vee d)$ ) then there is an element $y \in a \oplus d \cap b \oplus c$. Set $y=(a \vee d) \wedge(b \vee c)$. We have $a \vee y=a \vee[(a \vee d) \wedge(b \vee c)] \stackrel{\text { mod }}{=}(a \vee d) \wedge(a \vee b \vee c)=(a \vee d) \wedge(a \vee x \vee c)=$ $=(a \vee d) \wedge(a \vee c \vee d)=a \vee d$ and $d \vee y=d \vee[(a \vee d) \wedge(b \vee c)] \stackrel{\bmod }{=}$ $(a \vee d) \wedge(b \vee c \vee d)=(a \vee d) \wedge(b \vee x \vee d)=(a \vee d) \wedge(a \vee b \vee d)=a \vee d$ so that $y \in a \oplus d$ and, similarly, we have $y \in b \oplus c$.

Notice that Theorem 37 can also be obtained from Proposition 17. From Theorem 30 and theorem 37 it follows
38. Corollary. The lattice $(L, \vee, \wedge)$ is modular if and only if $<L, \oplus>$ is a join space.
39. Remark. The hypergroup $<L, \oplus>$ is not complete.

We can also consider the dual hyperoperation, that is $\forall(a, b) \in L^{2}$, $a \circledast b=\{x \in L \mid a \wedge x=b \wedge x=a \wedge b\}$. By duality, the following results are verified:
40. Theorem. Let $L$ be a modular lattice. The following conditions are equivalent:
(i) $<L, \circledast>$ is a regular hypergroup,
(ii) $<L, \circledast>$ is a regular reversible hypergroup,
(iii) $<L, \circledast>$ is a canonical hypergroup,
(iv) $L$ has a greatest element.
41. Theorem. For a modular lattice $L,<L, \circledast>$ is a join space.
42. Theorem. For a lattice $L$, the following conditions are equivalent:
(i) $L$ is modular;
(ii) $<L, \oplus>$ is a hypergroup;
(iii) $<L, \circledast>$ is a hypergroup.
43. Proposition. Let $L$ be a modular lattice. A subset I of $L$ is an (invertible) subhypergroup of $<L, \oplus>$ if and only if $I$ is an ideal of $L$.
Proof. If $I$ is a subhypergroup of $<L, \oplus>$, then for every $(a, b) \in I^{2}$ we have $a \vee b \in a \oplus b \subseteq I$. Moreover, if $a \in I$ and $x \leq a ; x \in L$ then $x \in a \oplus a \subseteq I$ and so, $I$ is an ideal of $L$.

Conversely, let $I$ be an ideal of $L$. For $(a, b) \in I^{2}$, if $t \in a \oplus b$, then $t \leq a \vee b$ and so $t \in I$. For every $(a, b) \in I^{2}$, there is an element $x=a \vee b \in I$ such that $a \in b \oplus x$. Hence, $I$ is a subhypergroup of $<L, \oplus>$.

We finally remark that if $I$ is a subhypergroup of $\langle L, \oplus\rangle$ then it is invertible.

Dually, it follows the following
44. Proposition. Let $L$ be a modular lattice. A subset I of $L$ is an (invertible) subhypergroup of $<L, \circledast>$ if and only if $I$ is a filter of $L$.

Moreover, we have
45. Proposition. If $L$ is a modular lattice, the only ultraclosed subhypergroup of $<L, \circledast>($ resp. $<L, \circledast>)$ is $\langle L, \oplus>($ resp. $<L, \circledast>$ ).
Proof. Suppose that $I$ is a ultraclosed subhypergroup of $L$. If $I \neq L$, set $a \notin I$ and $t \in I$. Then $a \vee t \in I$ and so

$$
a \vee t \in(a \oplus I) \cap(a \oplus(L-I)) .
$$

Hence $(a \oplus I) \cap(a \oplus(L-I))=\emptyset$ holds for every $a \in L$ only if $I=L$.
46. Corollary. If $L$ is a modular lattice, then

$$
\omega_{<L, \oplus\rangle}=\omega_{\langle L, \circledast\rangle}=L .
$$

Now, we shall mention some important (for which follows) properties of the join space $<L, \oplus>$ associated with a modular lattice ( $L, \vee, \wedge$ ).

One can verify these properties, using the equivalence relation

$$
\begin{equation*}
x \in a \oplus a \Longleftrightarrow x \leq a . \tag{1}
\end{equation*}
$$

47. Proposition. For a modular lattice L, the associated join space $<L, \oplus>$ satisfies the following properties:
(i) $\forall a \in L, a \in a \oplus a ; a \oplus a$ is a subhypergroup of $<L, \oplus>$;
(ii) $\forall(a, b) \in L^{2}, \bigcap_{\{a, b\} \subseteq x \oplus x} x \oplus x=(a \vee b) \oplus(a \vee b)$;
(iii) $\forall(a, b) \in L^{2}, a \oplus a \cap b \oplus b \subseteq(a \wedge b) \oplus(a \wedge b) a n d a \wedge b \in a \oplus a \cap b \oplus b$;
(iv) $\forall(a, b) \in L^{2},\{a, b\} \subseteq a \oplus b \Longrightarrow a=b$;
(v) $\forall a \in L, a \oplus a \oplus a=a \oplus a$;
(vi) $\forall(a, b) \in L^{2}, a \oplus b=[a \oplus(a \vee b)] \cap[b \oplus(a \vee b)]$;
(vii) if $a<b, a \oplus b=\{b\} \cup\{x \in L \mid x<b, x \| a, \nexists y \in L, a<y<b$, $x<y\}$, where we denote by $x \| a$ two incomparable elements of $L$.

In the following, we shall characterize the join space associated with modular lattices.

We notice that in a join space $<L, \oplus>$, associated with a modular lattice the following condition holds:

$$
\forall(a, b) \in L^{2}, \exists x \in L, \exists t \in L,\{a, b\} \subseteq x \oplus x
$$

$$
\bigcap_{\{a, b\} \subseteq x \oplus x} x \oplus x=t \oplus t, a \oplus b=a \oplus t \cap b \oplus t
$$

Moreover, if $a \in t \oplus t-\{t\}$, then
$a \oplus t=\{t\} \cup\left\{\begin{array}{c}u \in L \mid u \in t \oplus t-\{t\}, u \notin a \oplus a, a \notin u \oplus u, \nexists y \in L, \\ a \in y \oplus y-\{y\}, u \in y \oplus y-\{y\}, y \in t \oplus t-\{t\}\end{array}\right\}$.
The condition ( $\alpha$ ) is equivalent to the set of conditions (ii), (vi) and (vii), written using only the hyperoperation " $\oplus$ " (not the order $" \leq ")$.
48. Theorem. A join space $\langle H, \circ\rangle$ is associated with a lattice $(H, \vee, \wedge)$ if and only if it satisfies $(\alpha)$ and the following conditions:
(1) $\forall(a, b) \in H^{2}, a / b=a \oplus b$;
(2) $\forall a \in H, a \oplus a \oplus a=a \oplus a$;
(3) $\forall(a, b) \in H^{2}, \exists s \in a \oplus a \cap b \oplus b, a \oplus a \cap b \oplus b \subseteq s \circ s$;
(4) $\forall(a, b) \in H^{2},\{a, b\} \subseteq a \oplus b \Longleftrightarrow a=b$.

Proof. From Proposition 47, it follows that the above conditions are necessary. For the sufficiency, we define a binary relation on $H$ as follows:

$$
a \leq b \Longleftrightarrow a \in b \oplus b \stackrel{(1)}{\Longleftrightarrow} b \in a \oplus b .
$$

This is an order on $H$ according to (1) [reflexivity: $\forall a \in H, a \in a \oplus a$ ], [transitivity: $a \in b \oplus b, b \in c \oplus c \Longrightarrow a \in c \oplus c \oplus c \oplus c=c \oplus c \oplus c=c \oplus c$ ] and again (1) [antisymmetry].

In order to obtain a lattice structure, for arbitrary elements $a, b \in H$, we consider $t$, where

$$
\bigcap_{\{a, b\} \subseteq x \oplus x} x \oplus x=t \oplus t
$$

and verify that $t=\sup (a, b)$. Indeed, $\{a, b\} \in t \oplus t$ so that $a \leq t$, $b \leq t$; moreover, if $a \leq s, b \leq s$, then

$$
t \in t \oplus t=\bigcap_{\{a, b\} \subseteq x \oplus x} x \oplus x \subseteq s \oplus s
$$

because $\{a, b\} \in s \oplus s$ so $t \leq s$. The antisymmetry proves that $t$ is unique. On the other hand, for an arbitrary element $(a, b) \in H^{2}$, we consider $s$, such that

$$
s \in a \oplus a \cap b \oplus b \text { and } a \oplus a \cap b \oplus b \subseteq s \oplus s
$$

and verify that $s=\inf (a, b)$. Obviously, we have $s \leq a, s \leq b$ and if $u \leq a, u \leq b$ then $u \in a \oplus a \cap b \oplus b \subseteq s \oplus s$, whence $u \leq s$. The element $s$ is unique because $\left\{s_{1}, s_{2}\right\} \subseteq a \oplus a \cap b \oplus b \subseteq s_{1} \oplus s_{1} \cap s_{2} \oplus s_{2}$ implies $s_{1} \in s_{2} \oplus s_{2}$ and $s_{2} \in s_{1} \oplus s_{1}$ and so $s_{1}=s_{2}$. Hence, ( $H$, sup, inf) is a lattice. Its modularity is easily checked.

In what follows, we use the standard notations

$$
\sup (a, b)=a \vee b, \inf (a, b)=a \wedge b
$$

Now, we verify the inclusion $a \oplus b \subseteq\{x \in H \mid a \vee x=b \vee x=a \vee b\}$ : let $x \in a \oplus b$; from $\{a, b\} \subseteq t \oplus t$ where $t=a \vee b$ it follows $x \in a \oplus b \subseteq$ $t \oplus t \oplus t \oplus t=t \oplus t$ and so $x \in(a \vee b) \oplus(a \vee b)$ that is $x \leq a \vee b$. Hence $a \vee x \leq a \vee b$ and $b \vee x \leq a \vee b$. But $\{b, x\} \subseteq(b \vee x) \oplus(b \vee x)$ and so $b \oplus x \subseteq(b \vee x) \oplus(b \vee x) \oplus(b \vee x) \oplus(b \vee x)=(b \vee x) \oplus(b \vee x)$. Using (1), we have $x \in a \oplus b=a / b$ and so $a \in b \oplus x \subseteq(b \vee x) \oplus(b \vee x)$ whence $a \leq b \vee x$ so $a \vee b \leq b \vee x$. We obtain $a \vee b=b \vee x$. Similarly, we have $a \vee b=a \vee x$ and hence $x \in\{z \in H \mid a \vee z=b \vee z=a \vee b\}$.

Conversely, let $x \in H$ be such that $a \vee x=b \vee x=a \vee b$.
It follows $x \leq a \vee x=b \vee x=a \vee b$.
We distinguish the following cases:
Case 1: if $a=b$ then $x \leq a$ and so $x \in a \oplus a=a \oplus b$.
Case 2: if $b<a$ then $x \leq a=a \vee b$. If $x=a$ nothing is to be proved. If $x<a$ then $b \leq x$ is not possible (otherwise $a=b \vee x=x$ ) nor $b \geq x$ (otherwise $a=b \vee x=b$ ) and so $b \| x$. Moreover, there is no element $y \in H$ such that $b<y<a, x<y$ (otherwise $a=b \vee x \leq y<a)$. Therefore we obtain $x \in a \oplus b$, using ( $\alpha$ ).
Case 3: Similarly, if $a<b$, one verifies that $x \in a \oplus b$.
Case 4: if $a \| b$ then $a<a \vee b, b<a \vee b$. We first check that $x \in a \oplus(a \vee b)$. This is clear for $x=a \vee b$ so in what follows we suppose $x \neq a \vee b$. Now $x \leq a \Longrightarrow a \vee x \leq a \Longleftrightarrow$ $a \vee b \leq a \Longleftrightarrow a \vee b=a$ and analogously $a \leq x \Longrightarrow x=a \vee b$, both contradictions, so that $x \| a$ and $x<a \vee b$. As above $x \in$ $\in\{a \vee b\} \cup\{u \in H \mid u<a \vee b, u \| a, \nexists y \in H, a<y<a \vee b, u<y\}=$ $=a \oplus(a \vee b)$.

Similarly, $x \in b \oplus(a \vee b)$ and so $x \in a \oplus(a \vee b) \cap b \oplus(a \vee b)=$ $=a \oplus t \cap b \oplus t$. Hence, by the condition ( $\alpha$ ), it follows $x \in a \oplus b$ and this completes our proof.
49. Lemma. Let $(L, \vee, \wedge)$ be a lattice and $f: L \rightarrow L$ be a bijective map. The following conditions are equivalent:
a) $\forall(a, b) \in L^{2}, f(a \vee b)=f(a) \wedge f(b)$;
b) $\forall(a, b) \in L^{2}, f(a \oplus b)=f(a) \circledast f(b)$.

Proof. $(\mathrm{a}) \Longrightarrow(\mathrm{b})$. Clearly, $f(a \oplus b)=\{f(x) \mid x \in L ; x \vee a=x \vee b=$ $=a \vee b\}$ and so $f(x) \in f(a) \circledast f(b)$, by (a).

Conversely, if $t \in f(a) \circledast f(b)$, there is an element $x \in L$, such that $t=f(x)$, since $f$ is onto, and so $f(x \vee a)=f(x \vee b)=f(a \vee b)$, again by (a). Since $f$ is an one-to-one map, it follows $x \in a \oplus b$ and $t \in f(a \oplus b)$.
(b) $\Longrightarrow$ (a). For every $x \in a \oplus b$, it follows $f(x) \in f(a) \circledast f(b)$ and so $f(x) \wedge f(a)=f(x) \wedge f(b)=f(a) \wedge f(b) \leq f(x)$. Set $x=$ $=a \vee b$ we obtain $f(a) \wedge f(b) \leq f(a \vee b)$. Conversely, observe that $f(x) \in f(a) \circledast f(a)$ holds for each $x \in a \oplus a$ (and each $a \in L$ ). Hence $f(a)=f(x) \wedge f(a)$ whence $f(a) \leq f(x)$. Again, setting $x=a \vee b$, we have $f(a \vee b) \leq f(a)$. Similarly, $f(a \vee b) \leq f(b)$ and so $f(a \vee b) \leq f(a) \wedge f(b)$.

Dually, it follows the following
50. Lemma. Let $(L, \vee, \wedge)$ be a lattice and $f: L \rightarrow L$ be a bijective map. The following conditions are equivalent:
$\left(\mathrm{a}^{\prime}\right) f(a \wedge b)=f(a) \vee f(b) ; \forall(a, b) \in L^{2} ;$
$\left(\mathrm{b}^{\prime}\right) f(a \circledast b)=f(a) \oplus f(b) ; \forall(a, b) \in L^{2}$.
51. Remark. If $(L, \vee, \wedge)$ is a Boole lattice and $f: L \rightarrow L$ is defined by $f(a)=a^{\prime}, \forall a \in L$, then all the above conditions are fulfilled.
52. Remark. The condition (a) characterizes the hypergroup isomorphisms $f:<L, \oplus>\longrightarrow<L, \circledast>$.

## §4. Direct limit and inverse limit of join spaces associated with lattices

In this paragraph, we prove that the direct limit (inverse limit) of a direct (respectively, inverse) family of join spaces associated with
modular lattices is also a join space associated with a modular lattice.

We have utilised the notions of direct limit and inverse limit done by Grätzer in [447].

If ( $H, \vee, \wedge$ ) is a modular lattice, then we can associate (as in §3) a join space structure on $H$ as follows:

$$
\forall(x, y) \in H^{2}, x \circ y=\{z \in H \mid x \vee y=x \vee z=y \vee z\}
$$

Let us denote by JSL the class of join spaces associated with modular lattices, as above.

In the following, we shall utilise the following result proved in the previous paragraph.
53. Theorem. A join space $<H, \circ>$ belongs to the class JSL iff it satisfies the following conditions:

1) $\forall(a, b) \in H^{2}, a / b=a \circ b$;
2) $\forall(a, b) \in H^{2}, a \circ a \circ a=a \circ a$;
3) $\forall(a, b) \in H^{2}, \exists s \in a \circ a \cap b \circ b, a \circ a \cap b \circ b \subseteq s \circ s$;
4) $\forall(a, b) \in H^{2},\{a, b\} \subseteq a \circ b \Longleftrightarrow a=b$;
5) $\forall(a, b) \in H^{2}, \exists x \in H, \exists t \in H,\{a, b\} \subseteq x \circ x$, $\bigcap_{\{a, b\} \subseteq x \circ x} x \circ x=t \circ t, a \circ b=a \circ t \cap b \circ t ;$
6) $\forall a \in b \circ b-\{b\}$, we have

$$
a \circ b=\{b\} \cup\{u \in H \mid u \in b \circ b-\{b\}, u \notin a \circ a, a \notin u \circ u
$$

$$
\nexists y \in H, a \in y \circ y-\{y\}, u \in y \circ y-\{y\}, y \in b \circ b-\{b\}\}
$$

1. Direct limit of a direct family of join spaces associated with modular lattices
2. Definition. A family $\left\{\left(H_{i}, \otimes_{i}\right\}_{i \in I}\right.$ of join spaces is called $a$ direct family if:
1) $(I, \leq)$ is a directed partially ordered set;
2) $\forall(i, j) \in I^{2}$, we have $i \neq j \Longleftrightarrow H_{i} \cap H_{j}=\emptyset$;
3) $\forall(i, j) \in I^{2}, i \leq j$, there is a homomorphism $\varphi_{i j}: H_{i} \rightarrow H_{j}$ such that if $i \leq j \leq k$, then $\varphi_{j k} \circ \varphi_{i j}=\varphi_{i k}$ and $\forall i \in I, \varphi_{i i}$ is the identity mapping.

Let us define on $H=\bigcup_{i \in I} H_{i}$, the following equivalence relation: $x \sim y$ iff the following implication is satisfied: $(x, y) \in H_{i} \times H_{j} \Longrightarrow$ $\exists k \in I, k \geq i, k \geq j$, such that $\varphi_{i k}(x)=\varphi_{j k}(y)$.

If $x_{i} \in H_{i}$ and $i \leq j$, we denote $\varphi_{i j}\left(x_{i}\right)$ by $x_{j}$ and we consider $\bar{H}=\{\bar{x} \mid x \in H\}$ the set of equivalence classes.
$\bar{H}$ is a hypergroup with respect to the following hyperoperation:

$$
\begin{aligned}
\bar{x} \circ \bar{y}=\{\bar{z} \mid \exists i \in I, & \exists x_{i} \in \bar{x} \cap H_{i}, \exists y_{i} \in \bar{y} \cap H_{i}, \\
& \left.\exists z_{i} \in \bar{z} \cap H_{i}: z_{i} \in x_{i} \otimes_{i} y_{i}\right\}
\end{aligned}
$$

and it is called the direct limit of the direct family $\left\{\left(H_{i}, \otimes_{i}\right)\right\}_{i \in I}$.
55. Proposition. If $\left\{\left(H_{i}, \otimes_{i}\right)\right\}_{i \in I}$ is a direct family of semihypergroups, such that $\forall i \in I, \exists k \in I, i \leq k$, for which $\left(H_{k}, \otimes_{k}\right)$ is a join space, then $(\bar{H}, *)$ is a join space.

For each $i \in I$, we shall associate the join space ( $H_{i}, \mathrm{o}_{i}$ ) with the modular lattice ( $H_{i}, \vee_{i}, \wedge_{i}$ ).

So, $\forall\left(x_{i}, y_{i}\right) \in H_{i}^{2}$, we have:

$$
x_{i} \circ_{i} y_{i}=\left\{z_{i} \in H_{i} \mid x_{i} \vee_{i} y_{i}=x_{i} \vee_{i} z_{i}=y_{i} \vee_{i} z_{i}\right\} .
$$

56. Theorem. The direct limit of a direct family of semihypergroups, $\left\{\left(H_{i}, \circ_{i}\right)\right\}_{i \in I}$, such that $\forall i \in I, \exists k \in I, k \geq i:\left(H_{k}, \circ_{k}\right) \in \mathrm{JSL}$, is a join space $(\bar{H}, \circ)$ which belongs to JSL.

Note. To simplify the notations, we shall denote $H_{i} \in$ JSL instead of $\left(H_{i}, o_{i}\right) \in \mathrm{JSL}$.

Proof. We shall verify the conditions of the Theorem 53.

1) $\forall(\bar{a}, \bar{b}) \in \bar{H}^{2}$, we have

$$
\begin{gathered}
\bar{a} / \bar{b}=\{\bar{c} \in \bar{H} \mid \bar{a} \in \bar{b} \circ \bar{c}\}=\left\{\bar{c} \mid \exists i \in I: a_{i} \in b_{i} \circ_{i} c_{i}\right\}= \\
=\left\{\bar{c} \mid \exists k \in I, k \geq i: H_{k} \in \mathrm{JSL}, c_{k} \in a_{k} / b_{k}=a_{k} \circ_{k} b_{k}\right\}= \\
=\{\bar{c} \mid \bar{c} \in \bar{a} \circ \bar{b}\}=\bar{a} \circ \bar{b},
\end{gathered}
$$

2) $\forall \bar{a} \in \bar{H}$, we have

$$
\begin{aligned}
& \bar{a} \circ \bar{a} \circ \bar{a}=\bigcup_{\bar{t} \in \bar{a} \circ \bar{a}} \bar{t} \circ \bar{a}=\bigcup_{\bar{t} \in \bar{a} \circ \bar{a}}\left\{\bar{c} \in \bar{H} \mid \exists i \in I: c_{i} \in t_{i} \circ_{i} a_{i}\right\}= \\
& =\left\{\bar{c} \in \bar{H} \mid \exists i \in I: c_{i} \in t_{i} \circ_{i} a_{i}, \exists j \in I: t_{j} \in a_{j} \circ_{j} a_{j}\right\}= \\
& =\left\{\bar{c} \in \bar{H} \mid \exists k \in I, k \geq i, k \geq j: H_{k} \in \mathrm{JSL},\right. \\
& \left.\quad c_{k} \in t_{k} \circ_{k} a_{k}, t_{k} \in a_{k} \circ_{k} a_{k}\right\}= \\
& =\left\{\bar{c} \in \bar{H} \mid \exists k \in I ; c_{k} \in a_{k} \circ_{k} a_{k} \circ_{k} a_{k}=a_{k} \circ_{k} a_{k}\right\}=\bar{a} \circ \bar{a}
\end{aligned}
$$

3) $\forall(\bar{a}, \bar{b})_{-} \in \bar{H}^{2}$, we shall prove that $\exists \bar{s} \in \bar{H}$, such that $\bar{s} \in \bar{a} \circ \bar{a} \cap \bar{b} \circ \bar{b}$ and $\bar{a} \circ \bar{a} \cap \bar{b} \circ \bar{b} \subset \bar{s} \circ \bar{s}$.

Indeed, if $\bar{t} \in \bar{a} \circ \bar{a} \cap \bar{b} \circ \bar{b}$, then $\exists i \in I: t_{i} \in a_{i} \circ_{i} a_{i}$ and $\exists j \in I: t_{j} \in b_{j} \circ_{j} b_{j}$, hence $\exists k \in I, k \geq i, k \geq j: H_{k} \in \mathrm{JSL}$ and $t_{k} \in a_{k} \circ_{k} a_{k} \cap b_{k} \circ_{k} b_{k} \subset s_{k} \circ_{k} s_{k}$, where $s_{k} \in a_{k} \circ_{k} a_{k} \cap b_{k} \circ_{k} b_{k}$. Therefore $\bar{t} \in \bar{s} \circ \bar{s}$, whence $\bar{a} \circ \bar{a} \cap \bar{b} \circ \bar{b} \subset \bar{s} \circ \bar{s}$ and $\bar{s} \in \bar{a} \circ \bar{a} \cap \bar{b} \circ \bar{b}$.
4) Notice that $\forall \bar{a} \in \bar{H}, \bar{a} \in \bar{a} \circ \bar{a}$, since $\exists k \in I$, such that $H_{k} \in \mathrm{JSL}$, so $\forall a_{k} \in H_{k}, a_{k} \in a_{k} \circ_{k} a_{k}$.

On the other hand, if $(\bar{a}, \bar{b}) \in \bar{H}^{2}$ such that $\{\bar{a}, \bar{b}\} \subset \bar{a} \circ \bar{b}$, then $\exists i \in I: a_{i} \in a_{i} \circ_{i} b_{i}$ and $\exists j \in I: b_{j} \in a_{j} \circ_{j} b_{j}$, whence $\exists k \in I, k \geq i$, $k \geq j: H_{k} \in \mathrm{JSL}$ and $\left\{a_{k}, b_{k}\right\} \subset a_{k} \circ_{k} b_{k}$, hence $a_{k}=b_{k}$. So, $\bar{a}=\bar{b}$.
5) We shall prove that $\forall(\bar{a}, \bar{b}) \in \bar{H}^{2}, \exists(\bar{x}, \bar{t}) \in \bar{H}^{2}:\{\bar{a}, \bar{b}\} \subset \bar{x} \circ \bar{x}$, $\bar{x} \circ \bar{x}=\bar{t} \circ \bar{t}$ and $\bar{a} \circ \bar{b}=\bar{a} \circ \bar{t} \cap \bar{b} \circ \bar{t}$. Indeed, since $\exists k \in I, H_{k} \in \mathrm{JSL}$ $\{\bar{a}, \bar{b}\} \subset \bar{x} \circ \bar{x}$
it follows $\exists x_{k} \in H_{k}:\left\{a_{k}, b_{k}\right\} \subset x_{k} \circ_{k} x_{k}$, whence $\{\bar{a}, \bar{b}\} \subset \bar{x} \circ \bar{x}$. Moreover, $\exists t_{k} \in H_{k}: \bigcap_{\left\{a_{k}, b_{k}\right\} \subset x_{k} \circ_{k} x_{k}} x_{k} \circ_{k} x_{k}=t_{k} \circ_{k} t_{k}$, that means
$\left\{a_{k}, b_{k}\right\} \subset t_{k} \circ_{k} t_{k} \subset x_{k} \circ_{k} x_{k}$, for any $x_{k}:\left\{a_{k}, b_{k}\right\} \subset x_{k} \circ_{k} x_{k}$, whence $\{\bar{a}, \bar{b}\} \subset \bar{t} \circ \bar{t} \subset \bar{x} \circ \bar{x}$, for any $\{\bar{a}, \bar{b}\} \subset \bar{x} \circ \bar{x}$. Hence, $\bigcap_{\{\bar{a}, \bar{b} \in \subset \bar{x} \circ \bar{x}} \bar{x} \circ \bar{x}=\bar{t} \circ \bar{t}$.

On the other hand, $a_{k} \circ_{k} b_{k}=a_{k} \circ_{k} t_{k} \cap b_{k} \circ_{k} t_{k}$, since $H_{k} \in \mathrm{JSL}$.
Let $\bar{c} \in \bar{a} \circ \bar{b}$. It follows $\exists i \in I: c_{i} \in a_{i} \circ_{i} b_{i}$. Let $j \in I, j \geq i$, such that $H_{j} \in \mathrm{JSL}$. We have $c_{j} \in a_{j} \circ_{j} b_{j}=a_{j} \circ_{j} t_{j} \cap b_{j} \circ_{j} t_{j}$. So, $\bar{c} \in \bar{a} \circ \bar{t} \cap \bar{b} \circ \bar{t}$.

Conversely, if $\bar{u} \in \bar{a} \circ \bar{t} \cap \bar{b} \circ \bar{t}$, then $\exists i \in I: u_{i} \in a_{i} \circ_{i} t_{i}$ and $\exists j \in I: u_{j} \in b_{j} \circ_{j} t_{j}$.

By hypothesis, it follows $\exists k \in I, k \geq i, k \geq j$ such that $H_{k} \in \mathrm{JSL}$. One obtains $u_{k} \in a_{k} \circ_{k} t_{k} \cap b_{k} \circ_{k} t_{k}=a_{k} \circ_{k} b_{k}$, hence $\bar{u} \in \bar{a} \circ \bar{b}$.

Then, $\bar{a} \circ \bar{b}=\bar{a} \circ \bar{t} \cap \bar{b} \circ \bar{t}$.
6) Let $\bar{b} \in \bar{H}$ and $\bar{a} \in \bar{b} \circ \bar{b}-\{\bar{b}\}$. We denote by $\bar{A}$ the set
$\{\bar{u} \in \bar{H} \mid \bar{u} \in \bar{b} \circ \bar{b}-\{\bar{b}\}, \bar{u} \notin \bar{a} \circ \bar{a}, \bar{a} \notin \bar{u} \circ \bar{u}$,
$\nexists \bar{y} \in \bar{H}: \bar{a} \in \bar{y} \circ \bar{y}-\{\bar{y}\}, \bar{u} \in \bar{y} \circ \bar{y}-\{\bar{y}\}, \bar{y} \in \bar{b} \circ \bar{b}-\{\bar{b}\}\}$.
We shall prove that $\bar{a} \circ \bar{b}=\{\bar{b}\} \cup \bar{A}$.
For any $i \in I$, we denote by $A_{i}$ the set:
$\left\{u_{i} \in H_{i} \mid u_{i} \in b_{i} \circ_{i} b_{i}-\left\{b_{i}\right\}, u_{i} \notin a_{i} \circ_{i} a_{i}, a_{i} \notin u_{i} \circ_{i} u_{i}\right.$,
$\left.\nexists y_{i} \in H_{i}: a_{i} \in y_{i} \circ_{i} y_{i}-\left\{y_{i}\right\}, u_{i} \in y_{i} \circ_{i} y_{i}-\left\{y_{i}\right\}, y_{i} \in b_{i} \circ_{i} b_{i}-\left\{b_{i}\right\}\right\}$.
Let $\bar{u} \in \bar{a} \circ \bar{b}$, where $\bar{a} \in \bar{b} \circ \bar{b}-\{\bar{b}\}$; so, $\exists i_{1} \in I: u_{i_{1}} \in a_{i_{1}} \circ_{i_{1}} b_{i_{1}}$. Since $\bar{a} \in \bar{b} \circ \bar{b}-\{\bar{b}\}$, it follows that $\exists i_{2} \in I: a_{i_{2}} \in b_{i_{2}} \circ_{i_{2}} b_{i_{2}}$ and $\forall i \in I, a_{i} \neq b_{i}$.

By hypothesis, there is $i \in I, i \geq i_{1}, i \geq i_{2}$, such that $H_{i} \in \mathrm{JSL}$; hence $a_{i} \in b_{i} \circ_{i} b_{i}-\left\{b_{i}\right\}$ and $u_{i} \in a_{i} \circ_{i} b_{i}=\left\{b_{i}\right\} \cup A_{i}$.

Case $1^{\circ}$. If $u_{i}=b_{i}$, then $\bar{u}=\bar{b}$. In the following, we suppose that $\hat{u} \neq \hat{b}$.

Case $2^{\circ}$. If $u_{i} \in A_{i}$, then $u_{i} \in b_{i} \circ_{i} b_{i}-\left\{b_{i}\right\}$, hence $\bar{u} \in \bar{b} \circ \bar{b}$.
According to the above assumption, we have $\bar{u} \in \bar{b} \circ \bar{b}-\{\bar{b}\}$.

Suppose $\bar{u} \in \bar{a} \circ \bar{a}$. It follows $\exists j \in I: u_{j} \in a_{j} \circ_{j} a_{j}$. There is $k \in I, k \geq i, k \geq j$, such that $H_{k} \in \mathrm{JSL}$. We have $u_{k} \in a_{k} \circ_{k} a_{k}$, $u_{k} \in a_{k} \circ_{k} b_{k}$, whence $u_{k}=b_{k}$ or $u_{k} \in A_{k}$. Since $\bar{u} \neq \bar{b}$, it follows $u_{k} \in A_{k}$, so $u_{k} \notin a_{k} \circ_{k} a_{k}$, contradiction. Therefore, $\bar{u} \notin \bar{a} \circ \bar{a}$.

In a similar way, we can verify that $\bar{a} \notin \bar{u} \circ \bar{u}$.
Suppose now that $\exists \bar{y} \in \bar{H}: \bar{a} \in \bar{y} \circ \bar{y}-\{\bar{y}\}, \bar{u} \in \bar{y} \circ \bar{y}-\{\bar{y}\}$ and $\bar{y} \in \bar{b} \circ \bar{b}-\{\bar{b}\}$.

Since $\bar{a} \in \bar{y} \circ \bar{y}$ it follows $\exists p \in I: a_{p} \in y_{p} \circ_{p} y_{p}$ and since $\bar{a} \neq \bar{y}$, it follows $\forall i \in I, a_{i} \neq y_{i}$. Similarly, we have $\exists r \in I: u_{r} \in y_{r} \circ_{r} y_{r}$, $\exists \ell \in I: y_{\ell} \in b_{\ell} \circ_{\ell} b_{\ell}$, and $\forall i \in I, u_{i} \neq y_{i} \neq b_{i}$.

Let $s \in I, s \geq p, s \geq r, s \geq \ell, s \geq i$ and such that $H_{s} \in \mathrm{JSL}$. We obtain

$$
\begin{gathered}
\exists y_{s} \in H_{s}: a_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}, \\
u_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\} \text { and } y_{s} \in b_{s} \circ_{s} b_{s}-\left\{b_{s}\right\} .
\end{gathered}
$$

On the other hand, since $u_{i} \in a_{i} \circ_{i} b_{i}$ it follows $u_{s} \in a_{s} \circ_{s} b_{s}$ and since $H_{s} \in$ JSL and $\bar{u} \neq \bar{b}$, it follows $u_{s} \in A_{s}$, whence one obtains that: $A y_{s} \in H_{s}: a_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}, u_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}$ and $y_{s} \in b_{s} o_{s} b_{s}-\left\{b_{s}\right\}$, contradiction.

Therefore the last assumption is false, so
$\nexists \bar{y} \in \bar{H}: \bar{a} \in \bar{y} \circ \bar{y}-\{\bar{y}\}, \bar{u} \in \bar{i} \circ \bar{y}-\{\bar{y}\}$ and $\bar{y} \in \bar{b} \circ \bar{b}-\{\bar{b}\}$.
Then, we can conclude that $\bar{a} \circ \bar{b} \subseteq\{\bar{b}\} \cup \bar{A}$. Conversely, we have $\bar{b} \in \bar{a} \circ \bar{b}$, since $\bar{a} \in \bar{b} \circ \bar{b}=\bar{b} / \bar{b}$.

Let $\bar{u} \in \bar{A}$. Then $\exists j \in I: u_{j} \in b_{j} \circ_{j} b_{j}$ and $\forall i \in I: u_{i} \neq b_{i}$, $u_{i} \notin a_{i} \circ_{i} a_{i}, a_{i} \notin u_{i} \circ_{i} u_{i}$.

Moreover, since $A \bar{y} \in \bar{H}: \bar{a} \in \bar{y} \circ \bar{y}-\{\bar{y}\}, \bar{u} \in \bar{y} \circ \bar{y}-\{\bar{y}\}$, $\bar{y} \in \bar{b} \circ \bar{b}-\{\bar{b}\}$, it follows that $\forall i \in I, \nexists y_{i} \in H_{i}$ such that $a_{i} \in y_{i} \circ_{i} y_{i}$, $u_{i} \in y_{i} \circ_{i} y_{i}, y_{i} \in b_{i} \circ_{i} b_{i}$ and $a_{i} \nsim y_{i}, u_{i} \nsim y_{i}, y_{i} \nsim b_{i}$.

Since $\bar{a} \in \bar{b} \circ \bar{b}-\{\bar{b}\}$, that is $\exists k \in I: a_{k} \in b_{k} \circ_{k} b_{k}$ and $\forall i \in I, a_{i} \neq b_{i}$ and since $\bar{u} \in \bar{A}$, it follows $\exists j \in I: u_{j} \in b_{j} \circ_{j} b_{j}$, $\forall i \in I: u_{i} \neq b_{i}, u_{i} \notin a_{i} \circ_{i} a_{i}, a_{i} \notin u_{i} \circ_{i} u_{i}$ and $\forall i \in I$, $A y_{i} \in H_{i}$, $a_{i} \in y_{i} \circ_{i} y_{i}, u_{i} \in y_{i} \circ_{i} y_{i}, y_{i} \in b_{i} \circ_{i} b_{i}$ and $a_{1} \nsim y_{i}, u_{i} \not \nsim y_{i}, y_{i} \not \nsim b_{i}$.

Let $s \in I, s \geq k, s \geq j$ and such that $H_{s} \in$ JSL. We have $a_{s} \in b_{s} \circ_{s} b_{s}-\left\{b_{s}\right\}$ and $u_{s} \in\left\{v_{s} \in H_{s} \mid v_{s} \in b_{s} \circ_{s} b_{s}-\left\{b_{s}\right\}\right.$,
$v_{s} \notin a_{s} \circ_{s} a_{s}, a_{s} \notin v_{s} \circ_{s} v_{s}, \nexists y_{s} \in H_{s}: a_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}$, $\left.v_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}, y_{s} \in b_{s} \circ_{s} b_{s}-\left\{b_{s}\right\}\right\}=A_{s}$, whence it follows $u_{s} \in a_{s} \circ_{s} b_{s}$, hence $\bar{u} \in \bar{a} \circ \bar{b}$. Therefore, $\bar{a} \circ \bar{b}=\{\bar{b}\} \cup \bar{A}$ and we can conclude that $\bar{H} \in \mathrm{JSL}$.

## 57. Remark.

$1^{\circ}$ In the lattice $(\bar{H}, \vee, \wedge)$ we have $\bar{a} \leq \bar{b} \Longleftrightarrow \bar{a} \in \bar{b} \circ \bar{b} \Longleftrightarrow \exists i \in I$ : $a_{i} \in b_{i} \circ_{i} b_{i}$. If $\exists(i, j) \in I^{2}$, such that $H_{i} \in \mathrm{JSL}, H_{j} \in \mathrm{JSL}$ and $a_{i} \in b_{i} \circ_{i} b_{i}$ (that means $a_{i} \leq b_{i}$ ) and $b_{j} \in a_{j} \circ_{j} a_{j}$ (that means $b_{j} \leq a_{j}$ ), then $\exists k \in I, k \geq i, k \geq j$, such that $H_{k} \in \mathrm{JSL}$ and $a_{k} \leq b_{k} \leq a_{k}$, whence $a_{k}=b_{k}$, hence $\bar{a}=\bar{b}$.
$2^{\circ}$ For any $(\bar{a}, \bar{b}) \in \bar{H}^{2}, \sup (\bar{a}, \bar{b})=\bar{t}$ (where $\bar{t}$ satisfies the condition 5)) and $\inf (\bar{a}, \bar{b})=\bar{s}$ (where $\bar{s}$ satisfies the condition 3)). (This follows by the proof of Theorem 53.)

## 2. Inverse limit of an inverse family of join spaces associated with modular lattice

First, let us recall the notion of inverse limit of an inverse family of join spaces.
58. Definition. A family of join spaces $\left\{\left(H_{i}, \otimes_{i}\right)\right\}_{i \in I}$ is called an inverse family if:

1) $(I, \leq)$ is a directed partially ordered set;
2) $\forall(i, j) \in I^{2}$, we have $H_{i} \cap H_{j}=\emptyset \Longleftrightarrow i \neq j$;
3) $\forall(i, j) \in I^{2}, i \leq j$, there is a homomorphism of join spaces $\psi_{i j}: H_{i} \rightarrow H_{j}$, such that: if $i \geq j \geq k, \psi_{j k} \circ \psi_{i j}=\psi_{i k}$ and $\forall i \in I$, $\psi_{i i}$ is the identity mapping.
Let $\left(H=\prod_{i \in I} H_{i}, \otimes\right)$ be the direct product of the family $\left\{\left(H_{i}, \otimes_{i}\right)\right\}_{i \in I}$ and $\widetilde{H}=\left\{x \in H \mid \psi_{i j}\left(x_{i}\right)=x_{j}, \forall i \geq j\right\}$, where $x=\left(x_{i}\right)_{i \in I}$.

If $\widetilde{H} \neq \emptyset$, then we define on $\widetilde{H}$ the hyperoperation: $\widetilde{x} \square \tilde{y}=$ $=\widetilde{x} \otimes \widetilde{y} \cap \widetilde{H}$.

If $I$ has a maximum $s$, then $\widetilde{H} \neq \emptyset$ and for each $(\widetilde{x}, \widetilde{y}) \in \widetilde{H}^{2}$, $\tilde{x} \square \tilde{y} \neq \emptyset$. Indeed, if $z \in \tilde{x} \otimes \tilde{y}$, then $z_{s} \in x_{s} \circ_{s} y_{s}$, whence $\forall i \in I$, $\psi_{s i}\left(z_{s}\right) \in x_{i} \circ_{i} y_{i}$, hence $\widetilde{z}=\left(\psi_{s i}\left(z_{s}\right)\right)_{i \in I} \in \widetilde{H}$ and $\tilde{z} \in \widetilde{x} \square \tilde{y}$.

If $\widetilde{H} \neq \emptyset$, then $(\widetilde{H}, \square)$ is called the inverse limit of the inverse family $\left\{\left(H_{i}, \otimes_{i}\right)\right\}_{i \in I}$.
59. Theorem. Let $\left\{\left(H_{i}, o_{i}\right)\right\}_{i \in I}$ be an inverse family of join spaces, such that $\forall i \in I, H_{i} \in \mathrm{JSL}$. Moreover, let us supose that I has a maximum. Then $(\widetilde{H}, \square)$ is a join space and moreover $\widetilde{H} \in \mathrm{JSL}$.

Proof. We shall verify the conditions of Theorem 53.

1) $\forall(\widetilde{x}, \widetilde{y}) \in \widetilde{H}^{2}, \widetilde{x} / \widetilde{y}=\{\widetilde{z} \in \widetilde{H} \mid \widetilde{x} \in \widetilde{y} \square \widetilde{z}\}=\{\bar{z} \in \widetilde{H} \mid \forall i \in I$ : $\left.x_{i} \in y_{i} \circ_{i} z_{i}\right\}=\left\{\bar{z} \in \widetilde{H} \mid \forall i \in: z_{i} \in x_{i} / y_{i}=x_{i} \circ_{i} y_{i}\right\}=\widetilde{x} \otimes \widetilde{y} \cap \widetilde{H}=$ $=\tilde{x} \square \tilde{y}$, whence $\widetilde{x}=\left(x_{i}\right)_{i \in I}, \widetilde{y}=\left(y_{i}\right)_{i \in I}$.
2) $\forall \widetilde{x} \in \widetilde{H}, \tilde{x}=\left(x_{i}\right)_{i \in I}$, we have

$$
\begin{aligned}
\widetilde{x} \square \widetilde{x} \square \widetilde{x} & =\bigcup_{\tilde{t} \in \widetilde{x} \square \widetilde{x}} \widetilde{t} \square \widetilde{x}=\bigcup_{\widetilde{t} \in \widetilde{x} \square \widetilde{x}}\left\{\widetilde{u} \in \widetilde{H} \mid \forall i \in I: u_{i} \in t_{i} o_{i} x_{i}\right\}= \\
& =\left\{\widetilde{u} \in \widetilde{H} \mid \forall i \in I: u_{i} \in t_{i} \circ_{i} x_{i}, t_{i} \in x_{i} o_{i} x_{i}\right\} \subseteq \\
& \subseteq\left\{\widetilde{u} \in \widetilde{H} \mid \forall i \in I: u_{i} \in x_{i} o_{i} x_{i} \circ_{i} x_{i}=x_{i} o_{i} x_{i}\right\}= \\
& =\widetilde{x} \otimes \widetilde{x} \cap \widetilde{H}=\widetilde{x} \square \widetilde{x} .
\end{aligned}
$$

Conversely, $\forall \widetilde{x} \in \widetilde{H}, \widetilde{x} \in \widetilde{x} \square \widetilde{x}$, because $\forall i \in I, x_{i} \in x_{i} \circ_{i} x_{i}$. So, $\tilde{x} \square \tilde{x} \subset \tilde{x} \square \tilde{x} \square \tilde{x}$, hence we obtain the equality.
3) For any $\widetilde{a}=\left(a_{i}\right)_{i \in I}, \widetilde{b}=\left(b_{i}\right)_{i \in I}$ of $\widetilde{H}$, we shall prove that there is $\widetilde{z} \in \widetilde{a} \square \widetilde{a} \cap \widetilde{b} \square \widetilde{b}$, such that $\tilde{a} \square \tilde{a} \cap \tilde{b} \square \widetilde{b} \subseteq \widetilde{z} \square \widetilde{z}$.

Let $s=\max I$. Since $H_{s} \in \mathrm{JSL}$, there is

$$
z_{s} \in H_{s}: z_{s} \in a_{s} \circ_{s} a_{s} \cap b_{s} \circ_{s} b_{s} \subset z_{s} \circ_{s} z_{s}
$$

Hence $\forall i \in I$ we have

$$
\psi_{s i}\left(z_{s}\right) \in \psi_{s i}\left(a_{s}\right) \circ_{i} \psi_{s i}\left(a_{s}\right) \cap \psi_{s i}\left(b_{s}\right) \circ_{i} \psi_{s i}\left(b_{s}\right)=a_{i} \circ_{i} a_{i} \cap b_{i} \circ_{i} b_{i}
$$

Therefore, $\exists \tilde{z}=\left(\psi_{s i}\left(z_{s}\right)\right)_{i \in I} \in \widetilde{H}$, such that $\tilde{z} \in \tilde{a} \square \tilde{a} \cap \tilde{b} \square \tilde{b}$.
Let $\tilde{t} \in \tilde{a} \square \tilde{a} \cap \tilde{b} \square \tilde{b}$. Then $t_{s} \in a_{s} \circ_{s} a_{s} \cap b_{s} \circ_{s} b_{s} \subset z_{s} \circ_{s} z_{s}$, whence $\forall i \in I, t_{i} \in \psi_{s i}\left(z_{s}\right) \circ_{i} \psi_{s i}\left(z_{s}\right)$, so $\tilde{t} \in \tilde{z} \square \tilde{z}$. Therefore, $\tilde{a} \square \tilde{a} \cap \tilde{b} \square \tilde{b} \subseteq \tilde{z} \square \tilde{z}$.
4) For any $\widetilde{x}=\left(x_{i}\right)_{i \in I}, \widetilde{y}=\left(y_{i}\right)_{i \in I}$ we have $\{\widetilde{x}, \tilde{y}\} \subset \widetilde{x} \square \widetilde{y}$ iff $\widetilde{x}=\widetilde{y}$.

Indeed, if $\{\tilde{x}, \tilde{y}\} \subset \widetilde{x} \square \widetilde{y}$, we have $\forall i \in I,\left\{x_{i}, y_{i}\right\} \subset x_{i} \circ_{i} y_{i}$, whence $x_{i}=y_{i}$, since $H_{i} \in$ JSL. Hence $\widetilde{x}=\widetilde{y}$. Conversely, we have $\forall \tilde{x} \in \widetilde{H}, \tilde{x} \in \tilde{x} \square \widetilde{x}$, because $\forall i \in I, x_{i} \in x_{i} \circ_{i} x_{i}$, where $\widetilde{x}=\left(x_{i}\right)_{i \in I}$.
5) We shall prove now that $\forall \widetilde{a}=\left(a_{i}\right)_{i \in I} \in \widetilde{H}, \forall \widetilde{b}=\left(b_{i}\right)_{i \in I} \in \widetilde{H}$, $\exists \widetilde{x} \in \widetilde{H}, \exists \tilde{t} \in \widetilde{H}:\{\tilde{a}, \widetilde{b}\} \subset \tilde{x} \square \widetilde{x}, \quad \bigcap \tilde{x} \square \tilde{x}=\tilde{t} \square \tilde{t}$ and $\tilde{a} \square \tilde{b}=\tilde{a} \square \tilde{t} \cap \tilde{b} \square \tilde{t}$.

Indeed, if $s=\max I$, then $\exists x_{s} \in H_{s}:\left\{a_{s}, b_{s}\right\} \subset x_{s} \circ_{s} x_{s}$, $\exists t_{s} \in I: \quad \bigcap_{s} \circ_{s} x_{s}=t_{s} \circ_{s} t_{s}$ and $a_{s} \circ_{s} b_{s}=a_{s} \circ_{s} t_{s} \cap b_{s} \circ_{s} t_{s}$, $\left\{a_{s}, b_{s}\right\} \subset x_{s} o_{s} x_{s}$ since $H_{s} \in \mathrm{JSL}$. It follows $\forall i \in I$,

$$
\left\{\psi_{s i}\left(a_{s}\right)=a_{i}, \psi_{s i}\left(b_{s}\right)=b_{i}\right\} \subset \psi_{s i}\left(x_{s}\right) \circ_{i} \psi_{s i}\left(x_{s}\right),
$$

whence $\exists \widetilde{x}=\left(\psi_{s i}\left(x_{s}\right)\right)_{i \in I} \in \widetilde{H}:\{\tilde{a}, \widetilde{b}\} \subset \widetilde{x} \square \widetilde{x}$.
On the other hand, let $\tilde{t}=\left(\psi_{s i}\left(t_{s}\right)\right)_{i \in I} \in \widetilde{H}$ and $\widetilde{v} \in \tilde{t} \square \tilde{t}$. It follows

$$
v_{s} \in t_{s} \circ_{s} t_{s}=\bigcap_{\left\{a_{s}, b_{s}\right\} \subset x_{s} \circ_{s} x_{s}} x_{s} \circ_{s} x_{s},
$$

whence $\forall i \in I$,

$$
v_{i} \in \bigcap_{\left.\left\{a_{i}, b_{i}\right\} \subset \psi_{s i}\left(x_{s}\right)\right)_{i} \psi_{s i}\left(x_{s}\right)} \psi_{s i}\left(s_{s}\right) \circ_{i} \psi_{s i}\left(x_{s}\right),
$$

hence $\widetilde{v} \in \bigcap_{\{a, \vec{b}\} \subset \tilde{x} \square \tilde{x}} \tilde{x} \square \widetilde{x}$.
Conversely, since $\left\{a_{s}, b_{s}\right\} \subset t_{s} \circ_{s} t_{s}$, it follows $\forall i \in I$,

$$
\left\{a_{i} b_{i}\right\} \subset \psi_{s i}\left(t_{s}\right) \circ_{i} \psi_{s i}\left(t_{s}\right),
$$

so $\{\widetilde{a}, \tilde{b}\} \subset \tilde{t} \square \tilde{t}$. Therefore, $\bigcap_{\{\tilde{a}, \tilde{b}\} \subset \widetilde{x} \square \tilde{x}} \tilde{x} \square \tilde{x}=\tilde{t} \square \tilde{t}$.
Finally, we have to verify the equality:

$$
\tilde{a} \square \tilde{b}=\tilde{a} \square \tilde{t} \cap \tilde{b} \square \tilde{t}
$$

We have $\tilde{u} \in \tilde{a} \square \tilde{b}$ iff $\forall i \in I, u_{i} \in a_{i} o_{i} b_{i}$, that means $\forall i \in I$, $u_{i} \in a_{i} \circ_{i} t_{i} \cap b_{i} \circ_{i} t_{i}$ (since $\forall i \in I, H_{i} \in \mathrm{JSL}$ ), that is

$$
\tilde{u} \in \tilde{a} \otimes \tilde{t} \cap \tilde{b} \otimes \tilde{t} \cap \widetilde{H}=\tilde{a} \square \tilde{t} \cap \tilde{b} \square \tilde{t}
$$

Therefore, $\tilde{a} \square \tilde{b}=\tilde{a} \square \tilde{t} \cap \tilde{b} \square \tilde{t}$.
6) Let $(\widetilde{a}, \tilde{b}) \in \widetilde{H}^{2}: \widetilde{a} \in \tilde{b} \square \tilde{b}-\{\tilde{b}\}$ and let us denote

$$
\widetilde{A}=\{\widetilde{u} \in \widetilde{H} \mid \tilde{u} \in \tilde{b} \square \tilde{b}-\{\tilde{b}\}, \widetilde{u} \notin \widetilde{a} \square \widetilde{a}, \tilde{a} \notin \tilde{u} \square \tilde{u}
$$

$\nexists \widetilde{y} \in \widetilde{H}: \widetilde{a} \in \widetilde{y} \square \widetilde{y}-\{\widetilde{y}\}, \widetilde{u} \in \widetilde{y} \square \widetilde{y}-\{\widetilde{y}\}, \tilde{y} \in \tilde{b} \square \tilde{b}-\{\tilde{b}\}\}$.
We shall verify that $\tilde{a} \square \tilde{b}=\{\tilde{b}\} \cup \tilde{A}$. Since $\tilde{a} \in \tilde{b} \square \tilde{b}-\{\tilde{b}\}$ it follows $\forall i \in I, a_{i} \in b_{i} \circ_{i} b_{i}$ and $\exists i_{0} \in I: a_{i_{0}} \neq b_{i_{0}}$. It follows $a_{s} \neq b_{s}$, since otherwise from $a_{s}=b_{s}$ one obtains $\forall i \in I, a_{i}=\psi_{s i}\left(a_{s}\right)=$ $=\psi_{s i}\left(b_{s}\right)=b_{i}$, which is false. So, $a_{s} \in b_{s} \circ_{s} b_{s}-\left\{b_{s}\right\}$ and since $H_{s} \in \mathrm{JSL}$ it follows $a_{s} \circ_{s} b_{s}=\left\{b_{s}\right\} \cup A_{s}$.

Let $\widetilde{u} \in \widetilde{a} \square \widetilde{b}$, that is $\forall i \in I, u_{i} \in a_{i} \circ_{i} b_{i}$. Then $u_{s} \in\left\{b_{s}\right\} \cup A_{s}$.
Case $1^{\circ}$. If $u_{s}=b_{s}$, then $\forall i \in I, u_{i}=\psi_{s i}\left(u_{s}\right)=\psi_{s i}\left(b_{s}\right)=b_{i}$, whence $\widetilde{u}=\widetilde{b}$.

Case $2^{\circ}$. If $u_{s} \in A_{s}$, then we have $u_{s} \in b_{s} \circ_{s} b_{s}-\left\{b_{s}\right\}, u_{s} \notin a_{s} \circ_{s} a_{s}$, $a_{s} \notin u_{s} \circ_{s} u_{s}, \nexists y_{s} \in H_{s}: a_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}, u_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}$ and $y_{s} \in b_{s} \circ_{s} b_{s}-\left\{b_{s}\right\}$.

It follows that $\forall i \in I, u_{i}=\psi_{s i}\left(u_{s}\right) \in b_{i} \circ_{i} b_{i}$ and since $\widetilde{u} \in \widetilde{H}$, we obtain $\widetilde{u} \in \widetilde{b} \square \widetilde{b}-\{\widetilde{b}\}$, because $u_{s} \neq b_{s}$.

Now, suppose that $\widetilde{u} \in \widetilde{a} \square \tilde{a}$, that is $\forall i \in I, u_{i} \in a_{i} \circ_{i} a_{i}$, contradiction with $u_{s} \notin a_{s} \circ_{s} a_{s}$. So, $\tilde{u} \notin \tilde{a} \square \tilde{a}$ and similarly we have $\widetilde{a} \notin \widetilde{u} \square \widetilde{u}$. We suppose now that $\exists \tilde{y} \in \widetilde{H}: \widetilde{a} \in \tilde{y} \square \tilde{y}-\{\tilde{y}\}$, $\tilde{u} \in \tilde{y} \square \tilde{y}-\{\tilde{y}\}$ and $\tilde{y} \in \widetilde{b} \square \widetilde{b}-\{\widetilde{b}\}$. So, $\forall i \in I,\left\{a_{i}, u_{i}\right\} \subset y_{i} \circ_{i} y_{i}$,
$y_{i} \in b_{i} \circ_{i} b_{i}$ and $\exists\left(i_{1}, i_{2}, i_{3}\right) \in I^{3}$, such that $a_{i_{1}} \neq y_{i_{1}}, u_{i_{2}}=y_{i_{2}}$ and $y_{i_{3}}=b_{i_{3}}$.

From $a_{i_{1}} \neq y_{i_{1}}$ we obtain $a_{s} \neq y_{s}$ and similarly we have $u_{s} \neq$ $\neq y_{s} \neq b_{s}$. Hence, $\exists y_{s} \in H_{s}: a_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}, u_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}$ and $y_{s} \in b_{s} \circ_{s} b_{s}-\left\{b_{s}\right\}$, which is false. Therefore, we can conclude that $\widetilde{u} \in \widetilde{A}$. Then $\widetilde{a} \square \widetilde{b} \subseteq\{\widetilde{b}\} \cup \widetilde{A}$.

Conversely, we have $\widetilde{b} \in \tilde{a} \square \tilde{b}$ since $\widetilde{a} \in \tilde{b} \square \widetilde{b}=\widetilde{b} / \widetilde{b}$.
Let $\widetilde{v} \in \widetilde{A}$. It follows that $v_{s} \in b_{s} \circ_{s} b_{s}=\left\{b_{s}\right\}$, otherwise if $v_{s}=b_{s}$, then $\forall i \in I, v_{i}=\psi_{s i}\left(v_{s}\right)=\psi_{s i}\left(b_{s}\right)=b_{i}$, whence $\widetilde{v}=\widetilde{b}$, which is false.

Moreover, $v_{s} \notin a_{s} \circ_{s} a_{s}$, otherwise we obtain $\forall i \in I$,

$$
v_{i}=\psi_{s i}\left(v_{s}\right) \in \psi_{s i}\left(a_{s}\right) \circ_{i} \psi_{s i}\left(a_{s}\right)=a_{i} \circ_{i} a_{i}
$$

whence $\tilde{v} \in \tilde{a} \square \tilde{a}$, which is false. Similarly, we have $a_{s} \notin v_{s} \circ_{s} v_{s}$.
Furthermore, $\nexists y_{s} \in H_{s}$, such that $a_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}$, $u_{s} \in y_{s} \circ_{s} y_{s}-\left\{y_{s}\right\}, y_{s} \in b_{s} \circ_{s} b_{s}-\left\{b_{s}\right\}$.

Indeed, if we suppose the contrary, it follows $\forall i \in I, a_{i}=$ $=\psi_{s i}\left(a_{s}\right) \in \psi_{s i}\left(y_{s}\right) o_{i} \psi_{s i}\left(y_{s}\right)=y_{i} \circ_{i} y_{i}$ whence $\tilde{a} \in \widetilde{y} \square \widetilde{y}$ and on the other hand we have $\tilde{a} \neq \widetilde{y}$. Similarly, $u_{s} \in y_{s} o_{s} y_{s}-\left\{y_{s}\right\}$, $y_{s} \in b_{s} o_{s} b_{s}-\left\{b_{s}\right\}$ imply $\widetilde{u} \in \widetilde{y} \square \tilde{y}-\{\widetilde{y}\}, \widetilde{y} \in \tilde{b} \square \widetilde{b}-\{\widetilde{b}\}$, so we obtain a contradiction.

Therefore, $\widetilde{v} \in \tilde{A}$ implies $v_{s} \in A_{s}$.
On the other hand, from $\widetilde{a} \in \tilde{b} \square \tilde{b}-\{\tilde{b}\}$ it follows $a_{s} \in b_{s} \circ_{s}$ $b_{s}-\left\{b_{s}\right\}$. Since $H_{s} \in$ JSL, we obtain: $a_{s} \circ_{s} b_{s}=\left\{b_{s}\right\} \cup A_{s}$, whence $v_{s} \in a_{s} \circ_{s} b_{s}$. It results that $\forall i \in I, v_{i}=\psi_{s i}\left(v_{s}\right) \in \psi_{s i}\left(a_{s}\right) \circ_{i} \psi_{s i}\left(b_{s}\right)=$ $=a_{i} \circ_{i} b_{i}$, hence $\widetilde{v}=\widetilde{a} \square \widetilde{b}$.

Therefore $\widetilde{a} \square \widetilde{b}=\{\widetilde{b}\} \cup \widetilde{A}$ and we can conclude that $\widetilde{H} \in \mathrm{JSL}$.

## 60. Remark.

$1^{\circ}$ ) In the lattice $(\widetilde{H}, \vee, \wedge)$ we have: $\widetilde{a} \leq \widetilde{b} \Longleftrightarrow \widetilde{a} \in \tilde{b} \square \tilde{b} \Longleftrightarrow$ $\forall i \in I, a_{i} \in b_{i} \circ_{i} b_{i} \Longleftrightarrow \forall i \in I, a_{i} \leq b_{i}$, where $\tilde{a}=\left(a_{i}\right)_{i \in I}$ and $\widetilde{b}=\left(b_{i}\right)_{i \in I}$.
$2^{\circ}$ ) For any $(\widetilde{a}, \widetilde{b}) \in \widetilde{H}^{2}, \sup (\widetilde{a}, \tilde{b})=\widetilde{t}$, which satisfies the condition 5) and $\inf (\tilde{a}, \tilde{b})=\widetilde{z}$, which satisfies the condition 3 ). (This follows by the proof of Theorem 53.)

## §5. Hyperlattices and join spaces

The hyperlattices have been introduced by M. Konstantinidou and J. Mittas. In the following, a connection between hyperlattices and join spaces is established.
61. Definition. Let $H$ be a set, $V$ a hyperoperation on $H$ and $\wedge$ an operation. We say that $(H, \vee, \wedge)$ is a hyperlattice if the following conditions are satisfied, for all $(a, b, c) \in H^{3}$ :

1. $a \in a \vee a$ and $a \wedge a=a$;
2. $a \vee b=b \vee a$ and $a \wedge b=b \wedge a$;
3. $(a \vee b) \vee c=a \vee(b \vee c)$ and $(a \wedge b) \wedge c=a \wedge(b \wedge c)$;
4. $a \in[a \vee(a \wedge b)] \wedge[a \wedge(a \vee b)]$;
5. $a \in a \vee b \Longrightarrow b=a \wedge b$.
I) Let $X$ and $Z$ be sets and $s: X \rightarrow \mathcal{P}^{*}(Z)$ a function.
A.R. Ashrafi [10] defined on $X$ the following hyperoperation:

$$
\forall(a, b) \in X^{2}, a \stackrel{s}{*} b=\{x \in X \mid s(x) \subseteq s(a) \cup s(b)\} .
$$

We present here some of Ashraf's results about this subject:
62. Proposition. If $s(X)$ is a $\vee$-subsemilattice of $P^{\star}(Z)$ then $(X, \stackrel{\stackrel{s}{*})}{ })$ is a commutative hypergroup.

Proof. Let $y \in(a \stackrel{s}{*} b) \stackrel{s}{*} c$. Then there exists $x \in X$ such that $s(x) \subseteq s(a) \cup s(b)$ and $s(y) \subseteq s(x) \cup s(c)$. Therefore, $s(y) \subseteq(s(a) \cup$ $\cup s(b)) \cup s(c)=s(a) \cup(s(b) \cup s(c))$. Since $s(X)$ is a $\vee$-subsemilattice of $P^{\star}(Z)$, there exists $t \in X$ such that $s(b) \cup s(c)=s(t)$ and so $s(y) \subseteq s(a) \cup s(t)$. Thus, $y \in a \stackrel{s}{*}(b \stackrel{s}{*} c)$, that is $(a \stackrel{s}{*} b) * \underset{*}{s} c \subseteq a{ }_{*}^{s}\left(b{ }_{*}^{s} c\right)$. Similarly, we have $a \stackrel{s}{*}\left(b{ }_{*}^{s} c\right) \subseteq\left(a{ }^{s} b\right){ }_{*}^{s} c$. Therefore, the associative law holds.
63. Corollary. If $s(X)$ is a $\vee$-subsemilattice, then we have

$$
a_{1} \stackrel{s}{*} a_{2} \stackrel{s}{*} \cdots \stackrel{s}{*} a_{n}=\left\{x \in X \mid s(x) \subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n}\right)\right\} .
$$

Proof. Let $U=a_{1} \stackrel{s}{*} a_{2} \stackrel{s}{*} \ldots \stackrel{s}{*} a_{n}$ and $V=\{x \in X \mid s(x) \subseteq$ $\left.\subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n}\right)\right\}$. We must prove $U=V$. We have $U \subseteq V$. Now, let $y \in V$. Then $s(y) \subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n}\right)$. Since $s(X)$ is a $\vee$-subsemilattice of $P^{\star}(Z)$, hence there exists an element $x \in X$ such that $s(x)=s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n-1}\right)$. By induction, we have $x \in a_{1} \stackrel{s}{*} a_{2} \stackrel{s}{*} \cdots \stackrel{s}{*} a_{n-1}$ and $y \in x \stackrel{s}{*} a_{n}$. Therefore, $y \in U$ and so $V \subseteq U$, hence $U=V$.
64. Proposition. If $s(X)$ is a partition of $Z$ then $(X, \stackrel{s}{*})$ is a commutative hypergroup.

Proof. It is enough to verify the associative law. Let $(a, b, c) \in X^{3}$,

$$
\begin{aligned}
(a * b) \stackrel{s}{*} c & =\{x \in X \mid s(x) \subseteq s(a) \cup s(b)\} * \sim \\
& =\bigcup_{s(x) \subseteq s(a) \cup s(b)} x * c
\end{aligned}
$$

Denote $T=\{x \in X \mid s(x) \subseteq s(a) \cup s(b) \cup s(c)\}$. Now we check that $T=(a \stackrel{s}{*} b) \stackrel{s}{*} c$. It is easy to see that $(a \stackrel{s}{*} b) \stackrel{s}{*} c \subseteq T$. Let $y \in T$. Then $s(y) \subseteq s(a) \cup s(b) \cup s(c)$ and so $s(y)=(s(y) \cap s(a)) \cup(s(y) \cap$ $\cap s(b)) \cup(s(y) \cap s(c))$. Since $\{s(x) \mid x \in X\}$ is a partition of $Z$, we shall consider the following cases:

Case 1) $s(y)=s(a)$ or $[s(y) \neq s(a)$ and $s(y)=s(b)]$. In this case we choose $x=y$ and we have,

$$
y \in x \stackrel{s}{*} c \text { and } s(x)=s(y) \subseteq s(a) \cup s(b)
$$

Therefore, $y \in(a \stackrel{s}{*} b) \stackrel{s}{*} c$.
Case 2) $s(y) \neq s(a), s(y) \neq s(b)$ and $s(y)=s(c)$. In this case we choose $x=a$ and we have,

$$
y \in x^{*} c \text { and } s(x)=s(a) \subseteq s(a) \cup s(b)
$$

Thus, $y \in\left(a{ }_{*}^{s} b\right) \stackrel{s}{*} c$.
Case 3) $s(y) \neq s(a), s(y) \neq s(b)$ and $s(y) \neq s(c)$. It follows $s(y)=\emptyset$, which is absurd. Similarly, $T=a{ }^{s}(b \stackrel{s}{*} c)$ and so $(a \stackrel{s}{*} b) \stackrel{s}{*} c=$ $=a \stackrel{s}{*}(b \stackrel{s}{*} c)$.
65. Corollary. If $s(X)$ is a partition of $Z$, then we have

$$
a_{1} \stackrel{s}{*} a_{2} \stackrel{s}{*} \ldots \stackrel{s}{*} a_{n}=\left\{x \in X \mid s(x) \subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n}\right)\right\} .
$$

Proof. Let $a_{1} \stackrel{s}{*} \cdots \stackrel{s}{*} a_{n-1}=\left\{x \mid s(x) \subseteq s\left(a_{1}\right) \cup \cdots s\left(a_{n-1}\right)\right\}$. Then we have,

$$
\begin{aligned}
a_{1} * \cdots \stackrel{s}{*} a_{n} & =\left\{x \mid s(x) \subseteq s\left(a_{1}\right) \cup \cdots s\left(a_{n-1}\right)\right\} * s_{n} \\
& =\bigcup_{s(x) \subseteq s\left(a_{1}\right) \cup \cdots \cup \cup\left(a_{n-1}\right)} x * a_{n} \\
& =\bigcup_{s(x) \subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n-1}\right)}\left\{x \in X \mid s(x) \subseteq s(g) \cup s\left(a_{n}\right)\right\}
\end{aligned}
$$

Denote

$$
T=a_{1} \stackrel{s}{*} \cdots \stackrel{s}{*} a_{n} \text { and } S=\left\{x \in X \mid s(x) \subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n}\right)\right\}
$$

It is obvious that $T \subseteq S$, so it is enough to verify that $S \subseteq T$. Suppose $\bar{x} \in S$, then $s(\bar{x}) \subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n}\right)$, and we have

$$
\begin{aligned}
s(\bar{x}) & =s(\bar{x}) \cap\left(s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n}\right)\right) \\
& =\left[s(\bar{x}) \cap\left(s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n-1}\right)\right] \cup\left[s(\bar{x}) \cap s\left(a_{n}\right)\right]\right.
\end{aligned}
$$

If $s(\bar{x})=s\left(a_{n}\right)$ then we choose $x=a_{1}$ and we have $s(x) \subseteq s\left(a_{1}\right) \cup$ $\cdots \cup s\left(a_{n-1}\right)$, so $s(\bar{x}) \subseteq s(x) \cup s(\bar{x}) \subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n}\right)$. Now, we assume that $s(\bar{x}) \cap s\left(a_{n}\right)=\emptyset$, therefore $s(\bar{x})=s(\bar{x}) \cap\left(s\left(a_{1}\right) \cup\right.$ $\left.\cdots \cup s\left(a_{n-1}\right)\right)$. Choose $x=\bar{x}$. We have $s(\bar{x}) \subseteq s(x) \cup s\left(a_{n}\right)$, so $s(x)=s(\bar{x}) \subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n-1}\right)$. Hence $T=S$.
66. Proposition. Let $s(X)$ be a $\vee$-subsemilattice of $P^{\star}(Z)$. If $(X, \stackrel{s}{*})$ is a join space, then $s(a) \cap s(b) \neq \emptyset$, for all $(a, b) \in X^{2}$.

Proof. Suppose there is $(a, b) \in X^{2}$, such that $s(a) \cap s(b)=\emptyset$. By hypothesis, there exists $t \in X$ such that $s(t)=s(a) \cup s(b)$. We have $t \in a / b \cap b / a$, but $a \stackrel{s}{*} a \cap b \stackrel{s}{*} b=\emptyset$. Therefore, $(X, \stackrel{s}{*})$ is not a join space, which is a contradiction.
67. Lemma. If $s(X)$ is a sublattice of $P^{\star}(Z)$, then $(X, \stackrel{s}{*})$ is a join space.

Proof. By Proposition $62,(X, \stackrel{s}{*})$ is a commutative hypergroup. Now we suppose that $(a, b, c, d) \in X^{4}$. Set $s(a) \cup s(d)=s(u)$, $s(b) \cup s(c)=s(v)$ and $s(u) \cap s(v)=s(w)$. It follows $w \in a \stackrel{s}{*} d \cap b{ }_{*}^{s} c$. Hence $(X, \stackrel{s}{*})$ is a join space.
68. Proposition. If $s(X)$ is a partition of $Z$ then $(X, \stackrel{s}{*})$ is a join space.

Proof. Suppose $s(X)$ is a partition of $Z$ and $(a, b, c, d) \in X^{4}$, such that $a / b \cap c / d \neq \emptyset$. If $s(a)=s(b)$, then $a \in a *{ }^{s} d \cap b^{s} c$ and if $s(c)=s(d)$, then $c \in a \stackrel{s}{*} d \cap b * \stackrel{s}{*} c$. Therefore, we can assume $s(a) \neq s(b)$ and $s(c) \neq s(d)$. Now, since $s(X)$ is a partition of $Z$, it follows $a / b=s^{-1}(s(a))$ and $c / d=s^{-1}(s(c))$. By assumption, we have $s^{-1}(s(a)) \cap s^{-1}(s(c)) \neq \emptyset$ and so $s(a)=s(c)$, that is, $a \in a \stackrel{s}{*} d \cap b \stackrel{s}{*} c$. Therefore, $(X, \stackrel{s}{*})$ is a join space.

In the following, we shall consider the set of all subhypergroups of the hypergroup $(X, \stackrel{s}{*})$ and define a hyperlattice structure on this set.

Let $(X, \stackrel{s}{*})$ be a hypergroup and $\mathcal{L}(X)$ the set of all sub-hypergroups of $X$.

Let $X_{A}=\{g \in X \mid s(g) \subseteq A\}$. If $A \in \mathcal{P}^{*}(Z)$ then we suppose $X_{A} \neq \emptyset$.
69. Proposition. Let $Z$ be a finite set and $s: X \longrightarrow P^{\star}(Z)$ be a function such that $(X, \stackrel{s}{*})$ is a hypergroup. Also, we assume that

$$
a_{1} \stackrel{s}{*} a_{2} \stackrel{s}{*} \cdots \stackrel{s}{*} a_{n}=\left\{g \in X \mid s(g) \subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n}\right)\right\},
$$

and $H$ is a subhypergroup of $X$. Then there exists a set $T$ such that $H=X_{T}$.
Proof. Let $H$ be a subhypergroup of $X$ and $T=\bigcup_{b \in H} s(b)$. We claim that $H=X_{T}$. Indeed, suppose $x \in H$. Then $s(x) \subseteq \bigcup_{b \in H} s(b)=T$ and so $x \in X_{T}$, that is, $H \subseteq X_{T}$. Now we assume that $x \in X_{T}$. Then $s(x) \subseteq T=\bigcup_{b \in H} s(b)$. We choose the elements $b_{1}, b_{2}, \cdots, b_{r}$ of $H$ such that $s(x) \subseteq s\left(b_{1}\right) \cup \cdots \cup s\left(b_{r}\right)$. We have

$$
x \in\left\{g \in X \mid s(g) \subseteq s\left(b_{1}\right) \cup \cdots \cup s\left(b_{r}\right)\right\}=b_{1} \stackrel{s}{*} b_{2} \stackrel{s}{*} \cdots \stackrel{s}{*} b_{r}
$$

and $H$ is a subhypergroup of $X$, hence $x \in H$. Therefore, $H=X_{T}$.
We have $X_{A \cap B}=X_{A} \cap X_{B}$, for all $A, B \in P^{\star}(Z)$. On the other hand, we have $X_{A \cup B}=X_{A} \cup X_{B}$. Let us consider the following example.
70. Example. Let $X=P(Z)$ and $s$ be the identity function on $P^{\star}(Z)$ with $s(\emptyset)=Z,|Z| \geq 3$ and let $a, b, c$ be distinct elements of Z. Set $R=\{a, b\}$ and $S=\{c\}$. Then $X_{R}=P^{\star}(R), X_{S}=P^{\star}(S)$ and $X_{R \cup S}=P^{\star}(R \cup S)$. We have $X_{R \cup S} \neq X_{R} \cup X_{S}$.

By Corollary 63, Corollary 65 and Proposition 69, if $s(X)$ is a $V$-subsemilattice or if it is a partition of $Z$, then $\mathcal{L}(X)=\left\{X_{T} \mid\right.$ $T \in P^{\star}(Z)$ and $\left.X_{T} \neq \emptyset\right\}$. In this case, we define a hyperoperation $\vee$ and an operation $\wedge$ on $\mathcal{L}(X)$ such that $(\mathcal{L}(X), \vee, \wedge)$ is a hyperlattice. We assume that

$$
X_{A} \wedge X_{B}=X_{A \cap B} \text { and } X_{A} \vee X_{B}=\left\{X_{T} \mid A \cup B \subseteq T\right\}
$$

In the following lemmas we investigate the conditions of a hyperlattice.
71. Lemma. $X_{A} \in X_{A} \vee X_{A}, X_{A} \wedge X_{A}=X_{A}, X_{A} \vee X_{B}=X_{B} \vee X_{A}$ and $X_{A} \wedge X_{B}=X_{A \wedge B}=X_{B} \wedge X_{A}$.

Proof. Immediate.
72. Lemma. $\left(X_{A} \vee X_{B}\right) \vee X_{C}=X_{A} \vee\left(X_{B} \vee X_{C}\right)$ and $\left(X_{A} \wedge X_{B}\right) \wedge$ $\wedge X_{C}=X_{A} \wedge\left(X_{B} \wedge X_{C}\right)$.

Proof. The associativity of $\wedge$ is immediate. We verify the associativity of $\vee$. Let $A, B, C \in P^{\star}(Z)$. Then

$$
\begin{aligned}
\left(X_{A} \vee X_{B}\right) \vee X_{C} & =\left\{X_{T} \mid A \cup B \subseteq T\right\} \vee X_{C}= \\
& =\bigcup_{A \cup B \subseteq T} X_{T} \vee X_{C}= \\
& =\bigcup_{A \cup B \subseteq T}\left\{X_{U} \mid T \cup C \subseteq U\right\}= \\
& =\left\{X_{V} \mid A \cup B \cup C \leq V\right\}
\end{aligned}
$$

Similarly, we have $X_{A} \vee\left(X_{B} \vee X_{C}\right)=\left\{X_{U} \mid A \cup B \cup C \subseteq U\right\}$, hence also $V$ is associative.
73. Lemma. $X_{A} \in\left[X_{A} \vee\left(X_{A} \wedge X_{B}\right)\right] \cap\left[\left(X_{A} \wedge\left(X_{A} \vee X_{B}\right)\right]\right.$, for all $A, B \in P^{\star}(Z)$.

Proof. Let $A$ and $B$ be arbitrary elements of $P^{\star}(Z)$. Then we have,

$$
\begin{aligned}
X_{A} \vee\left(X_{A} \wedge X_{B}\right) & =X_{A} \vee X_{A \wedge B}= \\
& =\left\{X_{T} \mid A \cup(A \wedge B) \subseteq T\right\}= \\
& =\left\{X_{T} \mid A \subseteq T\right\}
\end{aligned}
$$

Therefore, $X_{A} \in X_{A} \vee\left(X_{A} \wedge X_{B}\right)$. On the other hand, $X_{A}=$ $=X_{A \wedge(A \vee B)}=X_{A} \wedge X_{A \cup B} \in X_{A} \wedge\left(X_{A} \vee X_{B}\right)$, as required.
74. Lemma. If $X_{A} \in X_{A} \vee X_{B}$, then $X_{B}=X_{A} \wedge X_{B}$.

Proof. Let $X_{A} \in X_{A} \vee X_{B}$. Then there exists $T \in P^{\star}(Z)$ such that $X_{A}=X_{T}$ and $A \cup B \subseteq T$. Thus, $B=B \cap T$ and so $X_{B}=$ $=X_{B \cap T}=X_{B} \wedge X_{T}=X_{A} \wedge X_{B}$. Therefore, $X_{B}=X_{A} \wedge X_{B}$ and the lemma is proved.

We summarize the above lemmas in the following theorem:
75. Theorem. Let $s: X \longrightarrow P^{\star}(Z)$ be a function such that $(X, \stackrel{s}{*})$ is a hypergroup. Also, we assume that for all positive integer $n$ and the elements $a_{1}, \cdots, a_{n}$ of $X$, we have

$$
a_{1} \stackrel{s}{*} a_{2} \stackrel{s}{*} \ldots \stackrel{s}{*} a_{n}=\left\{g \in X \mid s(g) \subseteq s\left(a_{1}\right) \cup \cdots \cup s\left(a_{n}\right)\right\} .
$$

Then $(\mathcal{L}(X), \vee, \wedge)$ is a hyperlattice.
We now investigate the distributivity of $\mathcal{L}(X)$ and show that this hyperlattice is not distributive, in general. In fact, we can consider the following example.
76. Example. There exists a function $s: X \longrightarrow P^{\star}(Z)$ such that $(X, \stackrel{s}{*})$ is a hypergroup which satisfies the conditions of Theorem 75 , but $\mathcal{L}(X)$ is not distributive. Indeed, let us assume that $H$ is a finite group, $\Pi_{e}(H)=\{\operatorname{ord}(x) \mid x \in H\}$ and $s: P(H) \longrightarrow P^{\star}\left(\Pi_{e}(H)\right)$ defined by $s(A)=\{\operatorname{ord}(x) \mid x \in A\}$ and $s(\emptyset)=\Pi_{e}(H)$. It is easy to see that the function $s$ is onto, so by Theorem $75 \mathcal{L}\left(P^{\star}(H)\right)$ is a hyperlattice. Suppose, $H=Z_{4}=\left\{e, a, a^{2}, a^{3}\right\}$, the cyclic group of order four, and $X=P^{\star}(H)$. Then $\Pi_{e}\left(Z_{4}\right)=\{1,2,4\}$. Set, $A=\{1,2\}, B=\{1\}, C=\{2,4\}$ and $D=\{2\}$. It is clear that $X_{A} \wedge\left(X_{B} \vee X_{C}\right)=X_{A} \wedge X_{\Pi_{e}(X)}=X_{A}$ and $\left(X_{A} \wedge X_{B}\right) \vee\left(X_{A} \wedge X_{C}\right)=$ $=X_{B} \vee X_{D}=\left\{X_{A}, X_{\Pi_{e}(X)}\right\}$. This shows that $X_{A} \wedge\left(X_{B} \vee X_{C}\right) \neq$ $\neq\left(X_{A} \wedge X_{B}\right) \vee\left(X_{A} \wedge X_{C}\right)$. Therefore, $\mathcal{L}\left(P\left(Z_{4}\right)\right)$ is a hyperlattice which is not distributive.
II) We present here some results on a special type of hyperlattices, called $P$-hyperlattices, introduced and studied by M. Konstantinidou.

Let us recall what a hyperlattice is.
77. Definition. Let $H \neq \emptyset$ and $\vee: H \times H \rightarrow \mathcal{P}^{*}(H), \wedge: H \times H \rightarrow H$ be such that $\forall(a, b, c) \in H^{3}$, we have:
(i) $a \in a \vee a, a=a \wedge a$;
(ii) $a \vee b=b \vee a, a \wedge b=b \wedge a$;
(iii) $(a \vee b) \vee c=a \vee(b \vee c),(a \vee b) \wedge c=a \wedge(b \vee c)$;
(iv) $a \in[a \wedge(a \vee b)] \cap[a \vee(a \wedge b)]$;
(v) $b \leq a \Longleftrightarrow a \in a \vee b$.

Then the hyperstructure $(H, \vee, \wedge)$ is called hyperlattice.
Notice that in a hyperlattice $(H, \vee, \wedge)$ the following properties hold, and they can be proved easily:

1) $\forall(a, b) \in H^{2}, a \vee b \subseteq a \vee(a \vee b)$ (if $H$ is a lattice, we have the equality, whence $a \leq a \vee b$ ).
2) if $a \leq b$ are elements of $H$ and $x$ is arbitrary in $H$, then $b \vee x \subseteq(a \vee x) \vee(b \vee x)$ (if $H$ is a lattice, we have the equality, whence $a \leq b \Longrightarrow a \vee x \leq b \vee x)$.
3) if $a \leq c$ and $b \leq d$ are elements of $H$, then $c \vee d \subseteq(a \vee b) \vee$ ( $c \vee d$ ) (if $H$ is a lattice, then we have the equality, whence ( $a \leq c$ and $b \leq d) \Longrightarrow a \vee b \leq c \vee d)$.
4) if $(a, b, c, d) \in H^{4}$, then $a \vee b \subseteq(a \vee b) \vee(a \wedge c) \vee(b \wedge d)$ (if $H$ is a lattice, then we have the equality, whence $(a \wedge c) \vee(b \wedge d) \leq a \vee b)$.
5) $\forall(a, b) \in H^{2}$, we have $a \wedge b \in(a \wedge b) \vee(a \vee b)$ (if $H$ is a lattice, then we have the equality, whence $a \wedge b \leq a \vee b)$.

Let $(L, \vee, \wedge)$ be a lattice and $P \subseteq L, P \neq \emptyset$. We define the following hyperoperation on $L$ :

$$
\forall(a, b) \in L^{2}, a \stackrel{P}{\bigvee} b=a \vee b \vee P=\{a \vee b \vee q \mid q \in P\} .
$$

78. Remark. Let $a \in L$. We have $a \in \stackrel{P}{V} a$ if and only if $\exists q \in P$ such that $q \leq a$.
Proof. " $\Longleftarrow$ Let $q \in P$ such that $q \leq a$. Then $a \stackrel{P}{\vee} a=a \vee P \ni$ $\ni a \vee q=a$.
$" \Longrightarrow "$ If $a \in a \stackrel{P}{\vee} a=a \vee P$, then there is $q \in P$ such that $a=a \vee q$, whence $q \leq a$.

Notation. Let $I^{L}$ be the set

$$
\{P \subseteq L \mid \forall x \in L, \exists q \in P: q \leq x\}
$$

79. Theorem. The hyperstructure $(L, \stackrel{P}{\vee}, \wedge)$ is a hyperlattice if and only if $P \in I^{L}$.
Proof. " $\Longleftarrow "$ Let $P \in I^{L}$. For any $(a, b, c) \in L^{3}$, we have:
(i) $a \in a \stackrel{P}{\bigvee} a$ (by the previous remark);
(ii) $a \stackrel{P}{\vee} a=b \stackrel{P}{\bigvee} a=a \vee b \vee P$;
(iii) $(a \stackrel{P}{\vee}) \stackrel{P}{\vee} c=a \stackrel{P}{V}(b \vee c)=\left\{a \vee b \vee c \vee q \vee r \mid(q, r) \in P^{2}\right\}=$ $=a \vee b \vee c \vee P \vee P ;$
(iv) Let $a \in L$ and $q \in P$ be such that $q \leq a$. We have
$a=a \wedge(a \vee b)=a \wedge(a \vee b \vee q) \in a \wedge(a \vee b \vee P)=a \wedge(a \vee b)$ and
$a=a \vee(a \wedge b)=a \vee(a \wedge b) \vee q \in a \vee(a \wedge b) \vee P=a \vee(a \wedge b)$.
(v) If $b \leq a$, then $a=a \vee q \in a \vee P=a \vee b \vee P=a \stackrel{P}{\vee} b$. Conversely, if $a \in a \vee \stackrel{P}{\vee}=a \vee b \vee P$ then $\exists t \in P$ such that $a=a \vee b \vee t$, that is $b \leq a$.

Therefore, $(L, \stackrel{P}{\vee}, \wedge)$ is a hyperlattice.
$" \Longrightarrow "$ Let $(L, \stackrel{P}{\vee}, \wedge)$ be a hyperlattice. Then $\forall a \in L$, we have $a \in a \bigvee a$, therefore $P \in I^{L}$, according to the previous remark.
80. Corollary. $(L, \stackrel{P}{\vee}, \wedge)$ is a hyperlattice if and only if $\forall a \in L$, $a \in a \vee a$.
81. Proposition. Let $\mathcal{J}$ be an ideal of a lattice $L$. Then $\mathcal{J} \in I^{L}$.

Proof. Since $\mathcal{J}$ is an ideal of $L$, it follows that $L \wedge \mathcal{J} \subseteq \mathcal{J}$, whence $\forall(a, q) \in L \times \mathcal{J}, \exists \bar{q} \in J$ such that $a \wedge q=\bar{q}$, so $\bar{q} \leq a$. Hence $\mathcal{J} \in I^{L}$.
82. Remark. The converse of the previous proposition is not true. Indeed, if $L=\{o, a, b\}$ and $o \leq a \leq b$, then $\mathcal{J}=\{o, b\} \in I^{L}$ because $o \in \mathcal{J}$, but $\mathcal{J}$ is not an ideal of $L$.
83. Definition. The hyperlattice $(L, \stackrel{P}{V}, \wedge)$ is called $P$-hyperlattice.
84. Remark. $\forall(a, b) \in L^{2}$ we have $a \vee b \in a \stackrel{P}{V} b$, so if a $P-$ hyperlattice degenerates into a lattice, this coincides with the supporting lattice.
85. Remark. There are hyperlattices, where there does not exist the supremum for all pairs of their elements. Indeed, let $H=$ $=\{a, b, c, d, x, y, z\}$, where $a<b<d<x<y<z, a<c<d$ and $b \| c$.

If we consider the following hyperlattice on $H: \forall(\alpha, \beta) \in H^{2}$, $\alpha \leq \beta$, we have $\alpha \vee \beta=\{\gamma \in H \mid \beta \leq \gamma\}$ and $b \vee c=H-\{a, b, c\}$. Then the $\sup (b, c)$ does not exist. Hyperlattices of this kind cannot be $P$-hyperlattices.

## Chapter 5

## Fuzzy sets and rough sets


#### Abstract

Fuzzy Sets and Hyperstructures introduced by Zadeh, in 1965, and by Marty, in 1934, respectively, are now used in the world both on the theoretical point of view and for their many applications. The Rough Sets considered for the first time by Shafer in 1976, have been reintroduced in the international scientific circle by Pawlak, in 1991 especially in connection with Artificial Intelligence. The relations between Rough Sets and Fuzzy Sets have been already considered by Dubois and Prade [137], those between Fuzzy Sets and Hyperstructures by Corsini, Corsini-Leoreanu, Corsini-Tofan, Ameri-Zahedi and others, those between Rough Sets and Hyperstructures by Davvaz. More recently, M. Konstantinidou and A. Kehagias have obtained interesting results on hyperstructures and fuzzy subsets.


## §1. Join spaces associated with fuzzy subsets

The first connection between fuzzy subsets and join spaces has been established by P. Corsini. Afterwards, P. Corsini and V. Leoreanu have obtained more results concerning this connection. We present some of Corsini and Leoreanu results here.

Let $\mu: H \rightarrow I$ be a function from a nonempty set $H$ to the closed interval $I=[0,1]$ that is $\langle H ; \mu\rangle$ is a fuzzy subset. Let us define on $H$ the hyperoperation: for all $(x, y) \in H^{2}$ such that $\mu(x) \leq \mu(y)$,

$$
y \circ x=x \circ y=\{x \in H \mid \mu(x) \leq \mu(z) \leq \mu(y)\}
$$

1. Theorem. The hypergroupoid $<H ; \circ>$ is a join space.

Proof. It is clear that o is associative and reproducible, that is $<H ; \circ>$ is a (clearly commutative) hypergroup. It remains to prove that $<H ; \circ>$ satisfies the condition $a / b \cap c / d \neq \emptyset \Longrightarrow a \circ d \cap b \circ c \neq \emptyset$. Let us suppose $x \in a / b \cap c / d$, that is

$$
\mu(a) \in[\mu(x), \mu(b)], \mu(c) \in[\mu(x), \mu(d)]
$$

We distinguish four cases:

1. $\mu(x) \leq \mu(b), \mu(x) \geq \mu(d)$.

Then we have: $\mu(x) \leq \mu(a) \leq \mu(b), \mu(d) \leq \mu(c) \leq \mu(x)$, from which: $\mu(d) \leq \mu(c) \leq \mu(x) \leq \mu(a) \leq \mu(b)$, whence $[\mu(c), \mu(x)] \subset[\mu(a), \mu(d)] \cap[\mu(c), \mu(b)]$, therefore $a \circ d \cap b \circ c \neq \emptyset$.
2. $\mu(x) \geq \mu(b), \mu(x) \leq \mu(d)$.

Then we have: $\mu(b) \leq \mu(a) \leq \mu(x), \mu(x) \leq \mu(c) \leq \mu(d)$, whence $\mu(b) \leq \mu(a) \leq \mu(x) \leq \mu(c) \leq \mu(d)$, from which $[\mu(a), \mu(x)] \subset[\mu(b), \mu(c)] \cap[\mu(a), \mu(d)]$, therefore $a \circ d \cap b \circ c \neq \emptyset$.
3. $\mu(x)<\mu(b), \mu(d) \geq \mu(x)$. Then $\mu(a) \leq \mu(b), \mu(c) \leq \mu(d)$. We can distinguish two cases:
(i) $\mu(b) \leq \mu(d)$;
we have: $\mu(a) \leq \mu(b) \leq \mu(d)$, therefore $a \circ d \cap b \circ c \neq \emptyset$.
(ii) $\mu(b) \geq \mu(d)$;
then we have: $\mu(c) \leq \mu(d) \leq \mu(b)$, whence $b \circ c \cap a \circ d \neq \emptyset$.
4. $\mu(x) \geq \mu(b), \mu(x) \geq \mu(d)$.

From which $\mu(b) \leq \mu(a), \mu(d) \leq \mu(c)$.

We can distinguish two cases:
(i) $\mu(a) \leq \mu(c)$; then $\mu(b) \leq \mu(a) \leq \mu(c)$, therefore $b \circ c \cap a \circ d \neq \emptyset$.
(ii) $\mu(a) \geq \mu(c)$; then $\mu(d) \leq \mu(c) \leq \mu(a)$, therefore $a \circ d \cap b \circ c \neq \emptyset$.

## 2. Theorem.

1) We have $\forall n \in \mathbb{N}^{*}, \forall\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in H^{n}$

$$
\prod_{i=1}^{n} z_{i}=\left\{u \mid \bigwedge_{i=1}^{n} \mu\left(z_{i}\right) \leq \mu(u) \leq \bigvee_{i=1}^{n} \mu\left(z_{i}\right)\right\}
$$

Moreover, if $R$ is the equivalence relation defined on $H$ :

$$
x R y \Longleftrightarrow \mu(x)=\mu(y)
$$

we have
2) $R \subset \beta_{2}$;
3) $H / R$ is a hypergroup with respect to the hyperoperation $\bar{x}$ $\bar{y}=\{\bar{z} \mid z \in x \circ y\}$.

Proof. 1) It follows inductively from the definition. Indeed we have

$$
\begin{gathered}
\prod_{i=1}^{n} z_{i}=\prod_{i=1}^{n-1} z_{i} \circ z_{n}=\bigcup_{\substack{n-1 \\
v \in \prod_{i=1}^{z_{i}}}} v \circ z_{n}= \\
=\bigcup_{\substack{n-1 \\
v \in \prod_{i=1} z_{i}}}\left\{\lambda \mid \mu(v) \wedge \mu\left(z_{n}\right) \leq \mu(\lambda) \leq \mu(v) \vee \mu\left(z_{n}\right)\right\} .
\end{gathered}
$$

Let us suppose by induction

$$
\prod_{i=1}^{n-1} z_{i}=\left\{\delta \mid \bigwedge_{i=1}^{n-1} \mu\left(z_{i}\right) \leq \mu(\delta) \leq \bigvee_{i=1}^{n-1} \mu\left(z_{i}\right)\right\}
$$

Then we obtain

$$
\begin{gathered}
\prod_{i=1}^{n} z_{i}=\bigcup_{\substack{\bigwedge_{i=1}^{n-1} \mu\left(z_{i}\right) \leq \mu(v) \leq \bigvee_{n-1}^{n-1} \mu\left(z_{i}\right)}}\left\{\mu(v) \wedge \mu\left(z_{n}\right) \leq \mu(\lambda) \leq \mu(v) \vee \mu\left(z_{n}\right)\right\}= \\
=\left\{\lambda \mid \bigwedge_{i=1}^{n} \mu\left(z_{i}\right) \leq \mu(\lambda) \leq \prod_{i=1}^{n}\left(z_{i}\right)\right\}
\end{gathered}
$$

2) Since $<H ; \circ>$ is a join space, it is a hypergroup, whence $\forall(a, b) \in H^{2}$, there is $q \in H$ such that $a \in b \circ q$. So, if $a R a^{\prime}$, it follows $a^{\prime} \in \mu^{-1} \mu(a) \subset b \circ q$ then $R(a) \subset b \circ q$ and therefore $R \subset \beta_{2}$.
3) $R$ is regular. Indeed, $a R a^{\prime}, b R b^{\prime}$ implies $a \circ b=a^{\prime} \circ b^{\prime}$. Then by Theorem 29 [437], $\langle H / R ; \bar{o}>$ is a hypergroup.

In the following, we shall give a necessary and sufficient condition for the isomorphism of two join spaces, associated with fuzzy subsets, on the same universe.

We shall find the number of isomorphism classes of such join spaces, in the case of a finite universe.

To different fuzzy subsets $\mu_{A}, \mu_{B}$, isomorphic join spaces can correspond, for instance, if $\mu_{\bar{A}}$ is the complement of $\mu_{A}$, then $<H ; \circ_{A}>$ and $<H ; \circ_{\bar{A}}>$ are isomorphic.

First, we shall find the number of isomorphism classes of join spaces associated with fuzzy subsets on a universe $H$ such that $|H|=n<\aleph_{0}$.

Let us set $H=I(n)=\{1,2, \ldots, n\}$, let $\widetilde{\mathcal{P}}$ be the set of fuzzy subsets on $H$ and let $\mu_{A} \in \widetilde{P}(H)$.

Let us define on $H$ the equivalence relation

$$
u \sim_{A} v \text { if and only if } \mu_{A}(u)=\mu_{A}(v)
$$

Let us set $H^{\prime}=H / \sim_{A},\left|H^{\prime}\right|=s$, and let us order $H^{\prime}$ such that
II) $\forall(h, k) \in H^{2}, \bar{h}<\bar{k}$ if and only if $\mu_{A}(h)<\mu_{A}(k)$.

Let $H^{\prime}=\left\{\bar{h}_{1}, \bar{h}_{2}, \ldots, \bar{h}_{s}\right\}$ and let $\lambda\left(\mu_{A}\right)$ be the ordered partition of $n$ into $s$ parts defined as follows:
III) $\forall\left(\bar{h}_{1}, \ldots, \bar{h}_{s}\right) \in H^{\prime s}, \lambda\left(\mu_{A}\right)=\left(a_{1}, a_{2}, \ldots, a_{s}\right)$ if and only if $\forall i$, $a_{i}=\mid \mu_{A}^{-1}\left(\mu_{A}\left(h_{i}\right) \mid\right.$ and $\forall(i, j) \in I(s) \times I(s)$ such that $i \neq j$, $i<j \Longrightarrow \bar{h}_{i}<\bar{h}_{j}$.

Clearly, we have $\sum_{i=1}^{s} a_{i}=n$, and $\forall i, a_{i} \geq 1$.
IV) Let ( $a_{1}, a_{2}, \ldots, a_{s}$ ) be an ordered partition of $n$ into $s$ parts.

Let us set $\Psi\left(a_{1}, a_{2}, \ldots, a_{s}\right)=\left(b_{1}, \ldots, b_{s}\right)$ where $\forall i: 1 \leq i \leq s$, $b_{i}=a_{s-i+1}$.

We shall prove the following
3. Theorem. If $\mu_{A}, \mu_{B}$ are fuzzy subsets on a finite universe $H$, then the join spaces $<H ; \mathrm{o}_{A}>$ and $<H ; \mathrm{o}_{B}>$ are isomorphic if and only if either $\lambda\left(\mu_{A}\right)=\lambda\left(\mu_{B}\right)$ or $\lambda\left(\mu_{B}\right)=\Psi\left(\lambda\left(\mu_{A}\right)\right)$.
Proof. We shall prove before the implication " $\Longleftrightarrow$ ".
Let us suppose $\lambda\left(\mu_{A}\right)=\lambda\left(\mu_{B}\right)=\left(a_{1}, \ldots, a_{s}\right)$. We can set $H=\bigcup_{j=1}^{s} H=\bigcup_{j=1}^{s} H_{j}^{\prime}$, where $\forall j \in I(s), H_{j}=\mu_{A}^{-1}\left(\mu_{A}\left(h_{j}\right)\right)$ and $H_{j}^{\prime}=\mu_{B}^{-1}\left(\mu_{B}\left(h_{j}\right)\right)$.

Let $H_{j}=\left\{x_{1, j}, x_{2, j}, \ldots, x_{a_{j}, j}\right\}, H_{j}^{\prime}=\left\{x_{1, j}^{\prime}, x_{2, j}, \ldots, x_{a_{j}, j}^{\prime}\right\}$.
Let us order $H$ in the following manner

$$
\begin{gathered}
\forall\left(j, j^{\prime}\right) \in I(s) \times I(s), \forall\left(h^{\prime}, h^{\prime}\right) \in I\left(a_{j}\right) \times I\left(a_{j}\right) \\
x_{h, j}<x_{h^{\prime}, j} \Longleftrightarrow h<h^{\prime} .
\end{gathered}
$$

If $j \neq j^{\prime}, \quad \forall\left(h, h^{\prime}\right)$,

$$
x_{h, j}<x_{h^{\prime}, j^{\prime}} \Longleftrightarrow j<j^{\prime} .
$$

Moreover, $\forall(i, j) \in I(s) \times I(s)$ we shall denote $i \vee j=\max \{i, j\}$, $i \wedge j=\min \{i, j\}$. Then $\forall(i, j) \in I(s) \times I(s), \forall(h, k) \in I\left(a_{i}\right) \times I\left(a_{j}\right)$,
by I) we have

$$
\begin{aligned}
x_{h, i} \circ_{A} x_{k, j} & =\bigcup_{i \wedge j \leq r \leq i \vee j} H_{r}, \\
x_{h, i} \circ_{B} x_{k, j} & =\bigcup_{i \wedge j \leq r \leq i \vee j} H_{r}^{\prime} .
\end{aligned}
$$

Therefore, if $f:<H ; \circ_{A}>\rightarrow<H ; \circ_{B}>$ is the function defined as follows: $\forall(u, t) \in I\left(a_{t}\right) \times I(s), f\left(x_{u, t}\right)=x_{u, t}^{\prime}$; then we have

$$
f\left(x_{h, i} \circ_{A} x_{k, j}\right)=x_{h, i}^{\prime} \circ_{B} x_{k, j}^{\prime}=f\left(x_{h, i}\right) \circ_{B} f\left(x_{k, j}\right)
$$

where $<H ; \circ_{A}>$ and $<H^{\prime} \circ_{B}>$ are isomorphic hypergroups.
Let us suppose now $\lambda\left(\mu_{B}\right)=\Psi\left(\lambda\left(\mu_{A}\right)\right)$.
Let us set $H=\bigcup_{1 \leq j \leq s} H_{j}$ where $\forall j \in I(s), H_{j}=\left\{x_{1, j}, \ldots, x_{a_{j}, j}\right\}$,
and $H_{j}^{\prime}=\bigcup_{1 \leq j^{\prime} \leq s} H_{j^{\prime}}^{\prime}$, where $j^{\prime}=\Psi(j)=s-j+1$, and $H_{j^{\prime}}^{\prime}=$ $=\left\{x_{1, j^{\prime}}^{\prime}, \ldots, x_{a_{j^{\prime}}^{\prime}, j^{\prime}}^{\prime}\right\}$ with $a_{j^{\prime}}^{\prime}=a_{j}$.

Let us define $\forall(h, j) \in I\left(a_{j}\right) \times I(s), f\left(x_{h, j}\right)=x_{h, j^{\prime}}^{\prime}$. We have

$$
\begin{gathered}
f\left(x_{h, i} \circ_{A} x_{k, j}\right)=f\left(\bigcup_{i \wedge j \leq r \leq i \vee j} H_{r}\right)=\bigcup_{\Psi(i \vee j) \leq \Psi(r) \leq \Psi(i \wedge j)} H_{\Psi(r)}^{\prime}= \\
=\bigcup_{i^{\prime} \wedge j^{\prime} \leq r^{\prime} \leq i^{\prime} \vee j^{\prime}} H_{r}^{\prime}=x_{h, i^{\prime}}^{\prime} \circ_{B} x_{k, j^{\prime}}^{\prime}=f\left(x_{h, i}\right) \circ_{B} f\left(x_{k, j}\right)
\end{gathered}
$$

whence $f$ is an isomorphism.
Let us prove now the implication " $\Longrightarrow$ ".
Let $p: H \rightarrow I(s)$ be the function defined as follows: $\forall x \in H$, $p(x)=j$ where $j$ is that unique element of $I(s)$, such that $\exists k \in$ $\in I\left(a_{j}\right)$ so that $x=x_{k j} \in H_{j}$. Analogously we define $p^{\prime}: H \rightarrow I\left(s^{\prime}\right)$ where $s^{\prime}=\left|H / \sim_{B}\right|$.

Let $f:<H: o_{A}>\longrightarrow<H ; \circ_{B}>$ be the isomorphism of these two join spaces. Then $\forall(x, y) \in H^{2}$, we have

$$
f\left(x \circ_{A} y\right)=f\left(\bigcup_{p(x) \wedge p(y) \leq j \leq p(x) \vee p(y)} H_{j}\right)=\bigcup_{p(x) \wedge p(y) \leq j \leq p(x) \vee p(y)} f\left(H_{j}\right)
$$

But we also have, if we set $\mu_{B}^{-1} \mu_{B}\left(x_{k, r}^{\prime}\right)=H_{r^{\prime}}^{\prime}$

$$
f\left(x \circ_{A} y\right)=f(x) \circ_{B} f(y)=\bigcup_{p^{\prime}(f(x)) \wedge p^{\prime}(f(y)) \leq r \leq p^{\prime}(f(x)) \vee p^{\prime}(f(y))} H_{r}^{\prime}
$$

For $\forall(u, v) \in N \times N$, we shall denote $I(u, v)$ the set

$$
\{z \in N \mid u \wedge v \leq z \leq u \vee v\}
$$

Let us remark now

1) $r_{1} \neq r_{2} \Longrightarrow H_{r_{1}}^{\prime} \cap H_{r_{2}}^{\prime}=\emptyset$,
2) if $\{x, y\} \subset H$, we have $x \circ_{A} y=H=x \circ_{A} x=y \circ_{A} y$, whence $f(x) \circ_{B} f(y)=f\left(x \circ_{A} y\right)=f\left(x \circ_{A} x\right)=f\left(H_{j}\right)=$ $=f(x) \circ_{B} f(x)$,
3) by 1 ) and 2), there is only one $t=p^{\prime}(f(x))$ such that $f\left(H_{j}\right)=$ $=f(x) \circ_{B} f(y)=H_{t}^{\prime}$.

We shall set $t=\varphi(j)$, whence $f\left(H_{j}\right)=H_{\varphi(j)}^{\prime}$.
So we have $\varphi: I(p(x), p(y)) \rightarrow I\left(p^{\prime}(f(x)), p^{\prime}(f(y))\right)$ and we have clearly $\forall x \in H, \varphi(p(x))=p^{\prime}(f(x))$.

We shall prove that $\varphi$ is a bijection.
$\varphi$ is clearly an one-to-one function.
Indeed, if there were $j_{1}, j_{2}$ such that $j_{1} \neq j_{2}$ and $\varphi\left(j_{1}\right)=\varphi\left(j_{2}\right)$, it follows $f\left(H_{j_{1}}\right)=f\left(H_{j_{2}}\right)$ from which $\forall k: k \in I\left(a_{j_{1}}\right), h \in I\left(a_{j_{2}}\right)$ exists such that $f\left(x_{k, j_{1}}\right)=f\left(x_{k, j_{2}}\right)$ which is absurd since $H_{j_{1}} \cap H_{j_{2}}=\emptyset$, and $f$ is one-to-one function.
$\varphi$ is also onto.
Indeed, since

$$
f\left(x_{k, i} \circ_{A} x_{h, j}\right)=f\left(x_{k, i}\right) \circ_{B} f\left(x_{h, j}\right)=\bigcup_{r \in I\left(p^{\prime}\left(f\left(x_{k, i}\right)\right) p^{\prime}\left(f\left(x_{h, j}\right)\right)\right)} H_{r}^{\prime}
$$

and $p^{\prime}\left(f\left(x_{k, i}\right)\right)=\varphi(i), p^{\prime}\left(f\left(x_{h, j}\right)\right)=\varphi(j)$.
We have that $\forall r \in I(\varphi(i), \varphi(j)), \exists t \in I(i, j)$ such that $\varphi(t)=r$.
Therefore, $\varphi$ is a bijection from the interval $I(i, j)$ to the interval $(I(\varphi(i), \varphi(j))$. Particularly $\varphi: I(1, s) \rightarrow(I(\varphi(1), \varphi(s))$. On
the other hand, as $f$ is a bijection, it follows $\forall y \in H, \exists!(k, j) \in$ $\in I\left(a_{j}\right) \times I(s)$ such that $f\left(x_{k, j}\right)=y$, whence

$$
f(H)=H=\bigcup_{j \in I(s)} f\left(H_{j}\right)=\bigcup_{j \in I(s)} H_{\varphi(j)}^{\prime}=\bigcup_{r \in I(\varphi(1), \varphi(s))} H_{s}^{\prime}
$$

Moreover, clearly $\varphi$ is a function from $I(s)$ to $I\left(s^{\prime}\right)$ and since $s^{\prime}=\left|H / \sim_{B}\right|$ and $f$ is an isomorphism, we have

$$
\left|f(H) / \sim_{B}\right|=\left|H / \sim_{B}\right|=\left|p^{\prime}(H)\right|=\left|p^{\prime}(f(H))\right|=|\varphi(p(H))|
$$

whence $s^{\prime}=\left|H / \sim_{B}\right|=|\varphi(p(H))|=|p(H)|=s$.
Moreover, $\forall j \in I(s)$, we have

$$
\forall j \in I(s), a_{j}=\left|H_{j}\right|=\left|f\left(H_{j}\right)\right|=\left|H_{\varphi(j)}\right|=a_{\varphi(j)}^{\prime}
$$

On the other side , $\forall k \in I\left(a_{1}\right), \forall h \in I\left(a_{s}\right)$, we have

$$
f(H)=f\left(x_{k, 1} \circ_{A} x_{h, s}\right)=\bigcup_{t \in I(1, s)} H_{t}^{\prime}=H
$$

Therefore, the interval $I(\varphi(1), \varphi(s))$ coincides with the interval $I(1, s)=I(s)$. It follows $\{\varphi(1), \varphi(s))\}=\{1, s\}$. Hence $I(2, s-1)=$ $=I(1, s)-\{1, s\}=I(\varphi(1), \varphi(s))-\{\varphi(1), \varphi(s)\}=\varphi(I(s))-$ $-\{\varphi(1), \varphi(s)\}=\varphi(I(2, s-1))=I(\varphi(2), \varphi(s-1)))$ from $I(2, s-1)=$ $=I(\varphi(2), \varphi(s-1))$.

One obtains analogously $\{\varphi(2), \varphi(s-1)\}=\{2, s-1\}$.
In general, we have
( $\varepsilon) \forall k, \varphi(k) \in\{k, s-k+1\}$.
Let $V$ be the set of the permutations of $I(s$,$) which satisfy (\varepsilon)$.
$\eta$ ) We shall prove now that either $\varphi$ is the identity function $I$ of $I(s)$ or it is the permutation $\Psi$ of $I(s)$ defined:

$$
\forall k \in I(s), \Psi(k)=s-k+1
$$

If $s \leq 3$ we have $V=\left\{I_{I(s)}, \Psi\right\}$. If $s>3$ and one supposes $\varphi(1)=1$, $\varphi(2)=\Psi(2)=s-2+1=s-1$, it follows $\varphi(I(1,2))=$ $=I(\varphi(1), \varphi(2))=I(1, s-1)$, whence $2=\mid(I(1,2)|=|\varphi(I(1,2))| \neq$ $\neq|I(1, s-1)| \geq 3$, absurd.

Analogously if $\varphi(1)=s$, then $\varphi(2)=2$.
Therefore, either $\varphi_{I(2)}=I_{I(2)}$ or $\varphi_{I(2)}=\Psi_{I(2)}$.
Let $k$ be in $I(s)$ and let us suppose

$$
\varphi_{I(k)}=I_{I(k)}, \varphi(k+1)=\Psi(k+1)
$$

Then we have $k+1=|I(k+1)|=|\varphi(I(k+1))|=|I(\varphi(1), \varphi(k))|+$ $+|I(\varphi(k), \Psi(k+1))|-1=k+|I(k, s-k)|-1=k+s-2 k$, from which $s=2 k+1$, hence $\varphi(k+1)=s-(k+1)+1=$ $=2 k+1-k-1+1=k+1$, from which $\varphi_{I(k+1)}=I_{I(k+1)}$.

Analogously, if one supposes

$$
\varphi_{I(k)}=\Psi_{I(k)}, \varphi(k+1)=k+1
$$

then we have $k+1=|\varphi(I(k+1))|=\left|\varphi\left(I_{k}\right)\right|+|\varphi(I(k, s-k))|-1=$ $=k+s-s k+1-1$ whence $s-2 k=1$ that is $s=2 k+1$. Then $\Psi(k+1)=s-(k+1)+1=2 k+1-k-1+1=k+1=I(k+1)$ from which $\varphi_{I(k+1)}=\Psi_{I(k+1)}$.

Therefore, by induction, $\eta$ ) is proved, hence the implication $\Longrightarrow$ follows and consequently the theorem is proved.
4. Theorem. Let $H$ be $I(n)$ and let $J_{\mu}(n)$ be the set of isomorphism classes of the join spaces $<H ; \circ_{A}>$ associated with the fuzzy subsets $\mu_{A}$ on the universe $H$. Then

$$
\begin{array}{ll}
\text { if } \quad n=2 k+1, & \left|J_{\mu}(n)\right|=2^{k-1}\left(2^{k}+1\right) \\
\text { if } & n=2 k,
\end{array} \quad\left|J_{\mu}(n)\right|=2^{k-1}\left(2^{k-1}+1\right) .
$$

To calculate $\left|J_{\mu}(n)\right|$ by Theorem 3, it is enough to remember that if $($ p.o. $)(n)$ is the set of the ordered partitions of $n$, we have $|(p . o)|=.2^{n-1}$ (see [448]), and to find those $p \in(p . o).(n)$ such that $\Psi(p)=p$.

An ordered partition $\left(a_{1}, a_{2}, \ldots, a_{s}\right)$ of the integer $n$ is called symmetrical if $\Psi\left(a_{1}, \ldots, a_{s}\right)=\left(a_{1}, \ldots, a_{s}\right)$. Let us denote (s.o.p.)( $n$ ), the set of the symmetrical ordered partitions of $n$. To calculate the number $\mid($ s.o.p. $)(n) \mid$, we shall distinguish the case $n$ is odd from that it is even.

Let us suppose $n=2 k+1$, and $X \in($ s.o.p.)(n). Then either $X=(2 k+1)$ or it is of the type $\left(i_{1}, i_{2}, \ldots, i_{s}, 2 t+1, i_{s}, i_{s-1}, \ldots, i_{1}\right)$ where $t \in\{0,1, \ldots, k-1\}, s \in\{k-t, k-t-1, \ldots, 1\}$, and we have $2 \sum_{r=1}^{s} i_{r}+2 t+1=2 k+1$, whence $\sum_{r=1}^{s} i_{r}=k-t$.

For any $t$, we have $\mid($ s.o.p. $)(k-t) \mid=2^{k-t-1}$ (see [448]).
It follows $\mid($ s.o.p. $)(n) \mid=\sum_{t=0}^{k-1} 2^{k-t-1}+1$.
Let us set $k-t-1=v$, then

$$
\sum_{t=0}^{k-1} 2^{k-t-1}=\sum_{v=k-1}^{0} 2^{v}=2^{(k-1)+1}-1
$$

from which $\mid($ s.o.p. $)(2 k+1) \mid=2^{k}$.
Let us suppose now $n=2 k$. Then if $X \in($ s.o.p. $)(n)$, either $X \in(2 k)$ or it is of the type: $\left(i_{1}, \ldots, i_{s}, 2 t, i_{s}, \ldots, i_{1}\right)$, where $t \in\{0,1, \ldots, k-1\}, s \in\{k-t, k-t-1, \ldots, 1\}$ and $\sum_{j=1}^{s} i_{j}=k-t$. We have $\mid($ s.o.p. $)(k-t) \mid=2^{k-t-1}$, from which

$$
\mid(\text { s.o.p. })(2 k) \mid=\sum_{t=0}^{k-1} 2^{k-t-1}+1=2^{k}
$$

Now we can conclude.
If $n=2 k+1$, then

$$
\begin{aligned}
\left|J_{\mu}(n)\right| & =2^{k}+\left(2^{n-1}-2^{k}\right) \frac{1}{2}=2^{k}+2^{2 k-1}-2^{k-1}=2^{k-1}\left(2^{k}-1\right) \\
\text { If } n & =2 k, \text { then }
\end{aligned}
$$

$$
\left|J_{\mu}(n)\right|=2^{k}+\left(2^{k-1}-2^{k}\right) \frac{1}{2}=2^{k-1}\left(2+2^{k-1}-1\right)=2^{k-1}\left(2^{k-1}+1\right)
$$

Now, it is interesting to study how the isomorphism problem of two join spaces associated with fuzzy subsets on a finite universe, can be generalized for the case of an arbitrary universe.

Before see it, let us make some notations.
Let $\mu_{A}$ be a fuzzy subset on an arbitrary universe $H$ and let us define the equivalence relation

$$
u \sim_{A} v \text { if and only if } \mu_{A}(u)=\mu_{A}(v)
$$

Now, if $\mu_{A}$ and $\mu_{B}$ are two fuzzy subsets on $H$, let us set $H / \sim_{A}=\left\{H_{i} \mid i \in I\right\}$ and $H / \sim_{B}=\left\{H_{i^{\prime}}^{\prime} \mid i^{\prime} \in I^{\prime}\right\}$, where

$$
\begin{array}{lll}
\forall i \in I, & H_{i}=\left\{x_{k, i} \mid k \in K_{i}\right\} ; & \left|K_{i}\right|=\left|H_{i}\right|=a_{i} \\
\forall i^{\prime} \in I^{\prime}, & H_{i^{\prime}}^{\prime}=\left\{x_{k^{\prime}, i^{\prime}}^{\prime} \mid k^{\prime} \in K_{i^{\prime}}^{\prime}\right\} ; & \left|K_{i^{\prime}}^{\prime}\right|=\left|H_{i^{\prime}}^{\prime}\right|=a_{i^{\prime}}^{\prime} .
\end{array}
$$

We order $I$ ( $I^{\prime}$, respectively) such that: $i<j \Longleftrightarrow(\forall(x, y) \in$ $\left.\in H_{i} \times H_{j}, \mu_{A}(x)<\mu_{A}(y)\right)\left(i^{\prime}<j^{\prime} \Longleftrightarrow\left(\forall\left(x^{\prime}, y^{\prime}\right) \in H_{i^{\prime}}^{\prime} \times H_{j^{\prime}}^{\prime}\right.\right.$, $\left.\mu_{B}\left(x^{\prime}\right)<\mu_{B}\left(y^{\prime}\right)\right)$, respectively) and we order also $H / \sim_{A}\left(H / \sim_{B}\right)$ such that: $H_{i}<H_{j} \Longleftrightarrow i<j\left(H_{i^{\prime}}^{\prime}<H_{j^{\prime}}^{\prime} \Longleftrightarrow i^{\prime}<j^{\prime}\right.$, respectively).

We have the following
5. Theorem. If $\mu_{A}, \mu_{B}$ are fuzzy subsets on a universe $H$, then the join spaces $<H ; \circ_{A}>$ and $<H ; \circ_{B}>$ are isomorphic if and only if a strict monotone and bijective function $\varphi: I \rightarrow I^{\prime}$ exists, such that $\forall i \in I, a_{i}=a_{\varphi(i)}^{\prime}$.
Proof. First, let us prove the implication " $\Longrightarrow$ ".
We denote by $f$ the isomorphism between $\left(H, o_{A}\right)$ and $\left(H, o_{B}\right)$.
Similarly, with the finite case, we shall consider $p: H \rightarrow I$, $p(x)=j,\left(p^{\prime}: H \rightarrow I^{\prime}, p^{\prime}(x)=j^{\prime}\right)$, where $j\left(j^{\prime}\right.$, respectively) is the unique element of $I\left(I^{\prime}\right.$, respectively) such that $x \in H_{j}\left(x \in H_{j^{\prime}}^{\prime}\right.$, respectively).

For $\{x, y\} \subset H_{i}$, we have $x \circ_{A} x=x \circ_{A} y=y \circ_{A} y=H_{i}$, so $f(x) \circ_{B} f(x)=f\left(x \circ_{A} y\right)=f(y) \circ_{B} f(y)$, that is $H_{p^{\prime}(f(x))}^{\prime}=f\left(H_{i}\right)=$ $=H_{p^{\prime}\left(f\left(y^{\prime}\right)\right)}^{\prime}$, whence $p^{\prime}(f(x))=p^{\prime}(f(y))$, because for $\left\{r_{1}, r_{2}\right\} \subset I^{\prime}$, $r_{1} \neq r_{2}, H_{r_{1}}^{\prime} \cap H_{r_{2}}^{\prime}=\emptyset$.

Now, we can define the function $\varphi: I \rightarrow I^{\prime}$ in this manner: for $i=p(x), x \in H, \varphi(i)=p^{\prime}(f(x))$.

Let us remark that $\varphi$ is an one-to-one function. For this, let us suppose $\exists\left\{j_{1}, j_{2}\right\} \subset I, j_{1} \neq j_{2}$, such that $\varphi\left(j_{1}\right)=\varphi\left(j_{2}\right)$. It follows $f\left(H_{j_{1}}\right)=f\left(H_{j_{2}}\right)$, which is absurd since $H_{j_{1}} \cap H_{j_{2}}=\emptyset$ and $f$ is one-to-one.
$\varphi$ is also onto. Indeed, since $f(H)=H$, we have:

$$
H=\bigcup_{i^{\prime} \in I^{\prime}} H_{i^{\prime}}^{\prime}=f\left(\bigcup_{i \in I} H_{i}\right)=\bigcup_{i \in I} f\left(H_{i}\right)=\bigcup_{i \in I} H_{\varphi(i)}^{\prime}=\bigcup_{i^{\prime} \in \operatorname{Im} \varphi} H_{i^{\prime}}^{\prime}
$$

so $I^{\prime}=\operatorname{Im} \varphi$.
Therefore, $\varphi$ is a bijection, hence $|I|=\left|I^{\prime}\right|$.
$f$ is an isomorphism, so $\forall i \in I,\left|f\left(H_{i}\right)\right|=\left|H_{i}\right|$, that is $\forall i \in I$, $a_{\varphi(i)}^{\prime}=\left|H_{\varphi(i)}^{\prime}\right|=\left|H_{i}\right|=a_{i}$.

Let us prove now the strict monotony of $\varphi$. We shall use the following notations: $u \wedge w=\min \{u, v\} ; u \vee v=\max \{u, v\} ; \forall(i, j) \in I^{2}$, $[i \wedge j, i \vee j]=\{t \in I \mid i \wedge j \leq t \leq i \vee j\}$ and $\forall\left(i^{\prime}, j^{\prime}\right) \in I^{2},\left[i^{\prime} \wedge j^{\prime}, i^{\prime} \vee j^{\prime}\right]=$ $=\left\{t^{\prime} \in I^{\prime} \mid i^{\prime} \wedge j^{\prime} \leq t^{\prime} \leq i^{\prime} \vee j^{\prime}\right\}$.

Let $(i, j) \in I^{2}, i<j$ and let us consider $x \in H_{i}$ and $y \in H$. From $f\left(x \circ_{A} y\right)=f(x) \circ_{B} f(y)$ it follows

$$
f\left(\bigcup_{i \leq r \leq j} H_{r}\right)=\bigcup_{\varphi(i) \wedge \varphi(j) \leq k \leq \varphi(i) \vee \varphi(j)} H_{k}^{\prime}
$$

whence

$$
\bigcup_{i \leq r \leq j} H_{\varphi(r)}^{\prime}=\bigcup_{\varphi(i) \wedge \varphi(j) \leq k \leq \varphi(i) \vee \varphi(j)} H_{k}^{\prime}
$$

therefore, $\{\varphi(r) \mid i \leq r \leq j\}=\{k \in I \mid \varphi(i) \wedge \varphi(j) \leq k \leq$ $\leq \varphi(i) \vee \varphi(j)\}$, that is:
$\left.(*) \quad \forall(i, j) \in I^{2}, i<j, \varphi[i, j]\right)=[\varphi(i) \wedge \varphi(j), \varphi(i) \vee \varphi(j)]$.
We have $\varphi(i) \neq \varphi(j)$, since $i<j$ and $\varphi$ is a bijection; so, there are two possibilities: $\varphi(i)<\varphi(j)$ or $\varphi(j)<\varphi(i)$.

Case A. For $\varphi(i)<\varphi(j), \varphi$ is strict increasing on $[i, j]$. Indeed, let us observe that:
$A_{1}$. If $[i, j]=\{i, j\}$, that is obviously;
$A_{2}$. If there exists $r \in I$, such that $i<r<j$, then $\varphi(i)=\varphi(i) \wedge \varphi(j)<\varphi(r)<\varphi(i) \vee \varphi(j)=\varphi(j)$, since $(*)$.
$A_{3}$. If there exists $(r, s) \in I^{2}$, such that $i<s<r<j$, we obtain, using $(*)$, that: $\varphi([i, r])=[\varphi(i) \wedge \varphi(r), \varphi(i) \vee \varphi(r)]$; so, using $A_{2}, \varphi(i)=\varphi(i) \wedge \varphi(r)<\varphi(s)<\varphi(i) \vee \varphi(r)=\varphi(r)<\varphi(j)$.

Case B. For $\varphi(j)<\varphi(i)$, we can prove that $\varphi$ is strict decreasing in a similar manner.

Moreover, we shall prove that for $\forall(i, j) \in I^{2}$, such that $i<j$, we have two situations:
$1^{\circ}$. If $\varphi(i)<\varphi(j)$, then $\varphi$ is strict increasing on $I$;
$2^{\circ}$. If $\varphi(j)<\varphi(i)$, then $\varphi$ is strict decreasing on $I$.
Indeed, in the first situation, we have already seen that $\varphi$ is strict increasing on $[i, j]$. Let $\ell$ be an arbitrary element of $I$, such that $j<\ell$. So, $\varphi(j) \neq \varphi(\ell)$; if $\varphi(\ell)<\varphi(j)$, then $\varphi(\ell)<\varphi(i)$.

Indeed, $\varphi(\ell) \notin[\varphi(i), \varphi(j)]=\varphi([i, j])$, since $\varphi$ is one-to-one.
But, from $\varphi(\ell)<\varphi(i)$, we obtain that $\varphi$ is strict decreasing on $[i, \ell]$, as it follows from the case $B$. So that, $\varphi$ is strict decreasing on $[i, j]$, too, which is not true. Therefore, $\forall \ell \in I, j<\ell, \varphi(j)<\varphi(\ell)$, that is $\varphi$ is strict increasing on $[j, \ell], \forall \ell>j$.

Similarly, we can prove that $\varphi$ is strict increasing on $[\ell, i]$, for every $\ell \in I, \ell<i$. Therefore, $\varphi$ is strict increasing on $I$.

Analogously, it follows $2^{\circ}$.
$" \Longleftarrow "$ For $\forall i \in I$, we have $\left|K_{i}\right|=\left|H_{i}\right|=a_{i}=a_{\varphi(i)}^{\prime}=\left|H_{\varphi(i)}^{\prime}\right|=$ $=\left|K_{\varphi(i)}^{\prime}\right|$, so we can suppose $K_{i}=K_{\varphi(i)}^{\prime}$.

Let us define $f:\left(H, \circ_{A}\right) \rightarrow\left(H, \circ_{B}\right)$ in this manner: for $\forall i \in I$, $\forall k \in K_{i}, f\left(x_{x, i}\right)=x_{k, \varphi(i)}^{\prime}$.

Hence, $f$ is a bijection.
Let us verify now that $f$ is a morphism.

For $\forall(i, j) \in I^{2}$ and $\forall(x, y) \in H_{i} \times H_{j}, \exists k \in K_{i}, \exists h \in K_{i}$, such that $x=x_{x, i}$ and $y=y_{h, j}$. We have:

$$
\begin{gathered}
f(x) \circ_{B} f(y)=f\left(x_{k, i}\right) \circ_{B} f\left(y_{h, j}\right)=x_{k, \varphi(i)}^{\prime} \circ_{B} y_{h, \varphi(j)}^{\prime}=\bigcup_{\varphi(i) \wedge \varphi(j) \leq t \leq \varphi(i) \vee \varphi(j)} H_{t}^{\prime} \\
f\left(x \circ_{A} y\right)=f\left(\bigcup_{i \wedge j \leq k \leq i \vee j} H_{k}\right)=\bigcup_{i \wedge j \leq k \leq i \vee j} H_{\varphi(k)}^{\prime}
\end{gathered}
$$

If $\varphi$ is strict increasing, then

$$
\varphi(i \wedge j)=\varphi(i) \wedge \varphi(j) \text { and } \varphi(i \vee j)=\varphi(i) \vee \varphi(j)
$$

$\varphi$ is also a bijection, so

$$
f\left(x \circ_{A} y\right)=\bigcup_{\varphi(i \wedge j) \leq \varphi(k) \leq \varphi(i \vee j)} H_{\varphi(k)}^{\prime}=\bigcup_{\varphi(i) \wedge \varphi(j) \leq s \leq \varphi(i) \vee \varphi(j)} H_{s}^{\prime}
$$

whence $f\left(x \circ_{A} y\right)=f(x) \circ_{B} f(y)$.
If $\varphi$ is strict decreasing, then $\varphi(i \wedge j)=\varphi(i) \vee \varphi(j)$ and $\varphi(i \vee j)=$ $=\varphi(i) \wedge \varphi(j) ; \varphi$ is also a bijection, so

$$
f\left(x \circ_{A} y\right)=\bigcup_{\varphi(i \vee j) \leq \varphi(k) \leq \varphi(i \wedge j)} H_{\varphi(k)}^{\prime}=\bigcup_{\varphi(i) \wedge \varphi(j) \leq s \leq \varphi(i) \vee \varphi(j)} H_{s}^{\prime}
$$

whence $f\left(x \circ_{A} y\right)=f(x) \circ_{B} f(y)$.
Therefore, we have obtained that $f$ is a morphism and now the theorem is proved.

Finally, we give other examples of hyperstructures associated with fuzzy subsets.

Let $\mu_{A}$ be a fuzzy subset on a universe $H$.
6. Example. Let us define the hyperoperation in the following manner:

$$
\begin{gathered}
y \otimes_{A} x=x \otimes_{A} y=\left\{z \in H \mid \mu_{A}(x) \leq \mu_{A}(z) \leq \mu_{A}(y)\right\} \cup \\
\cup\left\{z \in H \mid \mu_{A}(x) \leq 1-\mu_{A}(z) \leq \mu_{A}(y)\right\},
\end{gathered}
$$

where we have supposed $\mu_{A}(x) \leq \mu_{A}(y)$.
$<H, \otimes>$ is not a join space, because from $a / b \cap c / d \neq \emptyset$ it results $\exists x$, such that $a \in b \otimes x$ and $c \in d \otimes x$.

If, for instance,

$$
\begin{aligned}
& \bar{\mu}_{A}(a)=1-\mu_{A}(a) \in\left[\mu_{A}(b) \wedge \mu_{A}(x), \mu_{A}(b) \vee \mu_{A}(x)\right] \text { and } \\
& \mu_{A}(x) \in\left[\mu_{A}(d) \wedge \mu_{A}(x), \mu_{A}(d) \vee \mu_{A}(x)\right]
\end{aligned}
$$

and if $\mu_{A}(x) \leq \mu_{A}(b)$ and $\mu_{A}(c) \leq \mu_{A}(d)$, a possible situation is the next:

$$
\mu_{A}(x) \leq \bar{\mu}_{A}(a) \leq \mu_{A}(c) \leq \mu_{A}(b) \leq \mu_{A}(a) \leq \mu_{A}(d), \text { whence: }
$$

1. $\left[\mu_{A}(c), \mu_{A}(b)\right] \cap\left[\mu_{A}(a), \mu_{A}(d)\right]$ can be void $\left(\right.$ for $\left.\mu_{A}(b) \neq \mu_{A}(a)\right)$;
2. $\mu_{A}(d) \leq \mu_{A}(a) \geq \bar{\mu}_{A}(c) \geq \bar{\mu}_{A}(b)$, so $\left[\bar{\mu}_{A}(b), \bar{\mu}_{A}(c)\right] \cap\left[\mu_{A}(a), \mu_{A}(d)\right]$ can be void;
3. $\bar{\mu}_{A}(c) \geq \bar{\mu}_{A}(b) \geq \bar{\mu}_{A}(a) \geq \bar{\mu}_{A}(d)$, so $\left[\bar{\mu}_{A}(b), \bar{\mu}_{A}(c)\right] \cap\left[\bar{\mu}_{A}(a), \bar{\mu}_{A}(d)\right]$ can be void;
4. $\mu_{A}(b) \geq \bar{\mu}_{A}(c) \geq \bar{\mu}_{A}(a) \geq \bar{\mu}_{A}(d)$, so $\left[\bar{\mu}_{A}(d), \bar{\mu}_{A}(a)\right] \cap\left[\mu_{A}(b), \mu_{A}(c)\right]$ can be void.

So that,

$$
\begin{gathered}
a \otimes d \cap b \otimes c=\left(\left[\mu_{A}(a) \wedge \mu_{A}(d), \mu_{A}(a) \vee \mu_{A}(d)\right] \cup\right. \\
\left.\cup\left[\bar{\mu}_{A}(a) \wedge \bar{\mu}_{A}(d), \bar{\mu}_{A}(a) \vee \bar{\mu}_{A}(d)\right]\right) \cap \\
\cap\left(\left[\mu_{A}(b) \wedge \mu_{A}(c), \mu_{A}(b) \vee \mu_{A}(c)\right] \cup\right. \\
\left.\cup\left(\bar{\mu}_{A}(b) \wedge \bar{\mu}_{A}(c), \bar{\mu}_{A}(b) \vee \bar{\mu}_{A}(c)\right]\right)
\end{gathered}
$$

can be void.
7. Example. Let us consider

$$
x \square_{A} y=\left\{z \in H \mid \mu_{A}(z) \in\left\{\mu_{A}(x), \mu_{A}(y), \bar{\mu}_{A}(x), \bar{\mu}_{A}(y)\right\}\right\}
$$

We have

$$
\begin{aligned}
& \forall(x, y, z) \in H^{3},\left(x \square_{A} y\right) \square_{A} z=x \square_{A}\left(y \square_{A} z\right)= \\
& =\left\{\alpha \in H \mid \mu_{A}(\alpha) \in\left\{\mu_{A}(x), \mu_{A}(y), \mu_{A}(z), \bar{\mu}_{A}(x), \bar{\mu}_{A}(y), \bar{\mu}_{A}(z)\right\}\right\}
\end{aligned}
$$

and $\forall(x, y) \in H^{2}, x \in x \square_{A} y$ so $x \square_{A} H=H \square_{A} x=H$.
Therefore, $\left(H, \square_{A}\right)$ is a hypergroup, with $\omega_{H}=H$. Moreover, $\left(H, \square_{A}\right)$ is regular and reversible. $\left(H, \square_{A}\right)$ is a join space, too.

Let $x \in a / b \cap c / d$,

$$
\begin{aligned}
& \mu_{A}(a) \in\left\{\mu_{A}(b), \mu_{A}(x), \bar{\mu}_{A}(b), \bar{\mu}_{A}(x)\right\} \\
& \left.\mu_{A}(c) \in\left\{\mu_{A}(d), \mu_{A}(x), \bar{\mu}_{A}(d), \bar{\mu}_{A}(x)\right\}\right\}
\end{aligned}
$$

We can find $\alpha \in H$, such that
$\mu_{A}(\alpha) \in\left\{\mu_{A}(a), \mu_{A}(d), \bar{\mu}_{A}(a), \bar{\mu}_{A}(d)\right\} \cap\left\{\mu_{A}(b), \mu_{A}(c), \bar{\mu}_{A}(b), \bar{\mu}_{A}(c)\right\}$.
If $\mu_{A}(a)$ is $\mu_{A}(b)$ or $\bar{\mu}_{A}(b)$, we choose $\alpha=b$;
If $\mu_{A}(c)$ is $\mu_{A}(d)$ or $\bar{\mu}_{A}(d)$, we choose $\alpha=d$; If $\left\{\mu_{A}(a), \mu_{A}(c)\right\} \subset\left\{\mu_{A}(x), \bar{\mu}_{A}(x)\right\}$, then we choose $\alpha=x$.
So, $\left(H, \square_{A}\right)$ is a join space.
Let us consider on $H$ the equivalence relation:

$$
x \approx y \Longleftrightarrow \mu_{A}(y) \in\left\{\mu_{A}(x), 1-\mu_{A}(x)\right\}
$$

For $\forall(x, y) \in H^{2}, x \square_{A} y=\bar{x} \cup \bar{y}$. If $x \approx_{A} y, x \square_{A} y=\bar{x}$.
Let us consider now $q_{1}$ and $q_{2}$ be two fuzzy subsets on $H$.
Let $H / \approx_{q_{1}}=\left\{H_{\lambda_{i}} \mid i \in I\right\}$ and $H / \approx_{q_{2}}=\left\{H_{\lambda_{i^{\prime}}^{\prime}}^{\prime} \mid i^{\prime} \in I^{\prime}\right\}$.
So, $\forall \lambda_{i} \in[0,1], H_{\lambda_{i}}=\left\{x \in H \mid q_{1}(x)=\lambda_{i}\right.$ or $\left.q_{1}(x)=1-\lambda_{i}\right\}$ and $\forall \lambda_{i^{\prime}}^{\prime} \in[0,1], H_{\lambda_{i^{\prime}}}^{\prime}=\left\{x \in H \mid q_{2}(x)=\lambda_{i^{\prime}}^{\prime}\right.$ or $\left.q_{2}(x)=1-\lambda_{i^{\prime}}^{\prime}\right\}$.

Let us denote $a_{i}^{q_{1}}=\left|H_{\lambda_{i}}\right|$ and $a_{i^{\prime}}^{q_{2}}=\left|H_{\lambda_{i^{\prime}}^{\prime}}^{\prime}\right|$.
8. Proposition. For $q_{1}$ and $q_{2}$ fuzzy subsets on a universe $H$, we have $\left(H, \square_{q_{1}}\right) \xrightarrow{\sim}\left(H, \square_{q_{2}}\right)$ if and only if $|I|=\left|I^{\prime}\right|$ and $\left\{a_{i}^{q_{1}}\right\}_{i \in I}=$ $=\left\{a_{i^{\prime}}^{q_{2}}\right\}_{i^{\prime} \in I^{\prime}}$.

Proof. " $\Longrightarrow$ " Let us denote the isomorphism by $f$. For $x \in H$, we have $f\left(x \square_{q_{1}} x\right)=f(x) \square_{q_{2}} f(x)$, that is $f(\bar{x})=\overline{f(x)}$.

If $|\bar{x}|=a_{i_{0}}^{q_{1}}\left(x \in H_{\lambda_{i_{0}}}\right)$, then $|\overline{f(x)}|=a_{i_{0}}^{q_{1}}$.
But $\overline{f(x)}=\left\{y \in H \mid q_{2}(y)=q_{2}(f(x))\right)=\lambda_{i_{0}^{\prime}}^{\prime}$ or $\left.q_{2}(y)=1-\lambda_{i_{0}^{\prime}}^{\prime}\right\}$ and $|\overline{f(x)}|=a_{i_{0}^{\prime}}^{q_{2}}$. So, $a_{i_{0}}^{q_{1}}=a_{i_{0}^{\prime}}^{q_{2}}$.

Let us also prove that if $i_{0} \neq j_{0}$, then $i_{0}^{\prime}=j_{0}^{\prime}$.
Indeed, if we suppose $\exists\left(i_{0}, j_{0}\right) \in I^{2}, i_{0} \neq j_{0}$ such that $i_{0}^{\prime}=j_{0}^{\prime}$, that is $\exists x \in H_{\lambda_{i_{0}}}$ and $\exists y \in H_{\lambda_{j_{0}}}$, for which $\{f(x), f(y)\} \subset H_{\lambda_{i_{0}^{\prime}}^{\prime}}^{\prime}$, then we have

$$
\begin{gathered}
H_{\lambda_{i_{0}^{\prime}}^{\prime}}^{\prime}=f(x) \square_{q_{2}} f(y)=f\left(x \square_{q_{1}} y\right)= \\
=f\left(H_{\lambda_{i_{0}}} \cup H_{\lambda_{j_{0}}}\right)=f\left(H_{\lambda_{i_{0}}}\right) \cup f\left(H_{\lambda_{j_{0}}}\right),
\end{gathered}
$$

whence, $f\left(H_{\lambda_{i_{0}}}\right)=f(\bar{x})=\overline{f(x)}=H_{\lambda_{i_{0}^{\prime}}^{\prime}}^{\prime}=f\left(H_{\lambda_{i_{0}}}\right) \cup f\left(H_{\lambda_{j_{0}}}\right)$, contradiction, since $f$ is an isomorphism.

So, $|I| \leq\left|I^{\prime}\right|$. Now, if we do the same reasoning for $f^{-1}$, we obtain $\left|I^{\prime}\right| \leq|I|$, hence $|I|=\left|I^{\prime}\right|$ and so we can consider $I=I^{\prime}$.
$" \Longleftrightarrow "$ First, let us denote $a_{i}=a_{i}^{q_{1}}=a_{i}^{q_{2}}$, for every $i \in I$ and let us define the bijection $f:\left(H, \square_{q_{1}}\right) \rightarrow\left(H, \square_{q_{2}}\right)$, such that $\forall j \in I, f\left(H_{\lambda_{j}}\right)=H_{\lambda_{j}^{\prime}}^{\prime}$.

Let $\left\{x_{i, j}, x_{i^{\prime}, j}\right\} \subset H_{\lambda_{j}}$. we have

$$
f\left(x_{i, j} \square_{q_{1}} x_{i^{\prime}, j}\right)=f\left(\bar{x}_{i, j}\right)=f\left(H_{\lambda_{j}}\right)=H_{\lambda_{j}^{\prime}}^{\prime}=f\left(x_{i, j}\right) \square_{q_{2}} f\left(x_{i^{\prime}, j}\right)
$$

Let us consider now $x_{i, j} \in H_{\lambda_{j}}$ and $x_{\ell, k} \in H_{\lambda_{k}}$, where $j \neq k$.

$$
\begin{gathered}
f\left(x_{i, j} \square_{q_{1}} x_{\ell, k}\right)=f\left(\bar{x}_{i, j} \cup \bar{x}_{\ell, k}\right)=f\left(H_{\lambda_{j}}\right) \cup\left(H_{\lambda_{k}}\right)= \\
=f\left(H_{\lambda_{j}}\right) \cup f\left(H_{\lambda_{k}}\right)=H_{\lambda_{j}^{\prime}}^{\prime} \cup H_{\lambda_{k}^{\prime}}^{\prime}=f\left(x_{i, j}\right) \square_{q_{2}} f\left(x_{\ell, k}\right)
\end{gathered}
$$

whence $\forall(x, y) \in H^{2}, f(x \circ y)=f(x) \circ f(y)$.

Now, let $(I, \leq)$ be a totally ordered set.
9. Theorem. Let $\pi=\left\{A_{i}\right\}_{i \in I}$ be a partition of a set H. Let us define

ס) $\forall(x, y) \in A_{i}^{2}, x \circ \frac{\circ}{\pi}=A_{i}$, if $i<j, x \in A_{i}, y \in A_{j}, x \circ y=\bigcup_{i \leq s \leq j} A_{s}$.
Then $<H ; \underset{\pi}{\circ}>$ is a hypergroup.
From Theorem 9 we obtain
10. Theorem. For every function $\mu: H \rightarrow I$ such that $\forall x \in H$, $\mu^{-1} \mu(x)=A_{\mu(x)}$, the hypergroupoid defined

$$
\forall(x, y) \in H^{2}, x \underset{\mu}{\circ} y=\{z \mid \mu(x) \wedge \mu(y) \leq \mu(z) \leq \mu(x) \vee \mu(y)\}
$$

is a join space which coincides with $<H ; \circ>$.
So if $I=\mu(H) \subset[0,1],<H ; \circ>$ is the join space associated with the fuzzy set $<H ; \mu>$.
11. Definition. We call $<H ; \circ>$ a $I-p r$-hypergroup, if a partition $\pi=\left\{A_{i}\right\}_{i \in I}$ of $H$ exists, which satisfies ( $\delta$ ).
12. Corollary. A hypergroup $<H$; $\circ>$ is the join space associated with a fuzzy set if and only if it is an I-pr-hypergroup with $I \subset[0,1]$.

Now, we consider the following generalization:
Let $H$ be a nonempty set, $(L, \vee, \wedge)$ a lattice and $\mu: H \rightarrow L$.
We define on $H$ the following hyperoperation:

$$
\forall(x, y) \in H^{2}, x * y=\{a \mid \mu(x) \wedge \mu(y) \leq \mu(a) \leq \mu(x) \vee \mu(y)\}
$$

This hyperoperation has been studied by I. Tofan and A.C. Volf.
13. Theorem. If $\mu(L)$ is a distributive sublattice of $(L, \vee, \wedge)$, then $(H, *)$ is a commutative hypergroup.

Proof. First of all, we shall verify the associativity law. We shall check that

$$
\begin{aligned}
& \forall(x, y, z) \in H^{3} \\
& x *(y * z)=\{a \in H \mid \mu(x) \wedge \mu(y) \wedge \mu(z) \leq \mu(a) \leq \mu(a) \vee \mu(y) \vee \mu(z)\}
\end{aligned}
$$

Let $u \in x *(y * z)$. Then there is $v \in y * z$, such that $u \in x * v$. We have $\mu(y) \wedge \mu(z) \leq \mu(v) \leq \mu(y) \vee \mu(z)$ and $\mu(x) \wedge \mu(v) \leq \mu(u) \leq$ $\leq \mu(x) \vee \mu(v)$. Hence $\mu(x) \wedge \mu(y) \wedge \mu(z) \leq \mu(u) \leq \mu(x) \vee \mu(y) \vee \mu(z)$.

Now, let us consider $a \in H$, such that

$$
\mu(x) \wedge \mu(y) \wedge \mu(z) \leq \mu(a) \leq \mu(x) \vee \mu(y) \vee \mu(z)
$$

There exists $b \in \mu^{-1}[(\mu(y) \wedge \mu(z)) \vee(\mu(y) \wedge \mu(a)) \vee(\mu(z) \wedge \mu(a))]$, since $\mu(L)$ is a sublattice of $L$. We have $\mu(y) \wedge \mu(z) \leq \mu(b) \leq$ $\leq \mu(y) \vee \mu(z)$, whence $b \in y * z$. On the other hand, we have

$$
\begin{aligned}
& \mu(x) \wedge \mu(b)=\mu(x) \wedge[(\mu(y) \wedge \mu(z)) \vee(\mu(y) \wedge \mu(a)) \vee(\mu(z) \wedge \mu(a))]= \\
& =(\mu(x) \wedge \mu(y) \wedge \mu(z)) \vee(\mu(x) \wedge \mu(y) \wedge \mu(a)) \vee(\mu(x) \wedge \mu(z) \wedge \mu(a))= \\
& =(\mu(x) \wedge \mu(y) \wedge \mu(a)) \vee(\mu(x) \wedge \mu(z) \wedge \mu(a)) \leq \mu(a) \text { and } \\
& \mu(a)=\mu(a) \wedge(\mu(x) \vee \mu(y) \vee \mu(z))= \\
& =(\mu(a) \wedge \mu(x)) \vee(\mu(a) \wedge \mu(y)) \vee(\mu(a) \wedge \mu(z)) \leq \\
& \leq \mu(x) \vee(\mu(a) \wedge \mu(y)) \vee(\mu(a) \wedge \mu(z)) \leq \\
& \leq \mu(x) \vee[(\mu(y) \wedge \mu(z)) \vee(\mu(a) \wedge \mu(y)) \vee(\mu(a) \wedge \mu(z))]=\mu(x) \vee \mu(b)
\end{aligned}
$$

Therefore, $\mu(x) \wedge \mu(b) \leq \mu(a) \leq \mu(x) \vee \mu(b)$, that is $a \in x * b \subset x *(y * z)$.

Thus,
$x *(y * z)=\{a \in H \mid \mu(x) \wedge \mu(y) \wedge \mu(z) \leq \mu(a) \leq \mu(x) \vee \mu(y) \vee \mu(z)\}$.
Similarly, it follows that
$(x * y) * z=\{a \in H \mid \mu(x) \wedge \mu(y) \wedge \mu(z) \leq \mu(a) \leq \mu(x) \vee \mu(y) \vee \mu(z)\}$.
Hence $\forall(x, y, z) \in H^{3}, x *(y * z)=(x * y) * z$. Moreover, $\forall(x, y) \in H^{2}$, we have $x \in x * y$ and $x * y=y * x$, whence $H=H * x=x * H$. Therefore, $(H, *)$ is a commutative hypergroup.
14. Proposition. Let $(L, \vee, \wedge)$ be a lattice with final element, denoted by 1. If $\mu(L)$ is a sublattice of $L$, then there is $u \in H$, such that:
(i) $x * u=y * u \Longrightarrow x * x=y * y$;
(ii) $\forall(x, y) \in H^{2}, \exists(m, M) \in H^{2}$ such that $\bigcap_{t \in x * y} t * u=M * u$ and

$$
\bigcap_{x \in t * u \ni y} t * u=m * u
$$

Proof. (i) Let $u \in \mu^{-1}(\{1\})$. We have $x * u=\{t \mid \mu(x) \leq \mu(t)\}$. Since $y \in y * u=x * u$, it follows $\mu(x) \leq \mu(y)$. Similarly, we obtain $\mu(y) \leq \mu(x)$, whence $x * x=y * y=\{t \mid \mu(x)=\mu(t)=\mu(y)\}$.
(ii) Let $m \in \mu^{-1}(\mu(x) \wedge \mu(y))$ and $M \in \mu^{-1}(\mu(x) \vee \mu(y))$. For any $t \in H$, we have the equivalence relations

$$
\begin{aligned}
& t \in x * u \cap y * u \Longleftrightarrow \mu(x) \leq \mu(t) \text { and } \\
& \mu(y) \leq \mu(t) \Longleftrightarrow \mu(x) \vee \mu(y) \leq \mu(t) \Longleftrightarrow \mu(M) \leq \mu(t)
\end{aligned}
$$

Hence, $x * u \cap y * u=M * u$.
Notice that if $t \in x * y$ then $\mu(t) \leq \mu(x) \vee \mu(y)=\mu(M)$ so $M * u \subseteq t * u$. Then $M * u \subseteq \bigcap_{t \in x * y} t * u \subseteq x * u \cap y * u=M * u$ (since $x \in x * y \ni y$ ), whence $M * u=\bigcap_{t \in x * y} t * u$.

On the other hand, notice that

$$
x \in m * u \ni y, \quad \text { so } \bigcap_{x \in t * u \ni y} t * u \subseteq m * u
$$

We also have $\quad x \in t * u \ni y \Longrightarrow \mu(t) \leq \mu(x) \wedge \mu(y)=\mu(m) \Longrightarrow$ $m \in t * u \Longrightarrow m * u \subseteq t * u$ and so $m * u \subseteq \bigcap_{x \in t * u \ni y} t * u$, whence it follows the equality.
15. Remark. Notice that the hypergroup $(H, *)$ satisfies the following properties for all $(x, y) \in H^{2}$ :

1. $x \in x * y$;
2. $x * y=y * x$;
3. $x *(x * y)=x * y=(x * x) * y=(x * x) *(y * y)=(x * y) * y$.

Now, we consider a hyperstructure $(H, *)$ which satisfies the conditions $1,2,3$ of the above remark and (i), (ii) of the above proposition.

We shall construct a lattice $L$ and a map $\mu: H \rightarrow L$, such that "*" is exactly the hyperstructure induced by $\mu$, that is

$$
\forall(x, y) \in H^{2}, x * y=\{t \mid \mu(x) \wedge \mu(y) \leq \mu(t) \leq \mu(x) \vee \mu(y)\}
$$

Let us define on $H$ the following equivalence relation:

$$
x \sim y \Longleftrightarrow x * x=y * y
$$

and let $L$ be the quotient set $H / \sim$.
Let us define the following relation:

$$
\hat{x} \leq \hat{y} \Longleftrightarrow y * y \subseteq x * u
$$

We shall verify that " $\leq$ " is an order on $L$. Indeed, first of all, notice that $" \leq "$ is well-defined:
if $\hat{x}=\hat{x}_{1}, \hat{y}=\hat{y}_{1}, \quad$ and $\hat{x} \leq \hat{y}$, then

$$
y_{1} * y_{1}=y * y \subseteq x * u=x * x * u=x_{1} * x_{1} * u=x_{1} * u
$$

Moreover, we have $y * y \subseteq x * u \Longleftrightarrow y * u \subseteq x * u$.
Indeed, if $y * y \subseteq x * u$, then $y * u=(y * y) * u \subseteq(x * u) * u=x * u$. On the other hand, if $y * u \subseteq x * u$, then $y * y \subseteq y * u \subseteq x * u$.

Now, let us verify the antisymmetry. If $\hat{x} \leq \hat{y}$ and $\hat{y} \leq \hat{x}$, then $x \in y * u$ and $y \in x * u$, whence $x * u \subseteq(y * u) * u=y * u$ and similarly, we obtain $y * u \subseteq x * u$ so $\hat{x}=\hat{y}$.

In a similar way, the reflexivity and transitivity can be verified.
Therefore $(L, \leq)$ is an order set. For any $(\hat{x}, \hat{y}) \in L^{2}$, we have $\hat{m}=\inf (\hat{x}, \hat{y})$ and $\widehat{M}=\sup (\hat{x}, \hat{y})$. Indeed, we have $\hat{m} \leq \hat{x}$ and
$\hat{m} \leq \hat{y}$; moreover, if $\hat{t} \leq \hat{x}$ and $\hat{t} \leq \hat{y}$, then $\{x, y\} \subset t * u$ and by (ii) it follows $m * u \subseteq t * u$, so $\hat{m} \leq \hat{t}$. Therefore, $\hat{m}=\inf (\hat{x}, \hat{y})$.

On the other hand, $\hat{x} \leq \widehat{M}$ and $\hat{y} \leq \widehat{M}$; moreover, if $\hat{x} \leq \hat{z}$ and $\hat{y} \leq \hat{z}$ then $z * u \subseteq x * u \cap y * u=M * u$, so $\widehat{M} \leq \hat{z}$. Thus $\widehat{M}=\sup (\hat{x}, \hat{y})$.

Notice that the greatest element of $L$ is $\hat{u}$.
Let us consider the canonical projection

$$
\mu: H \rightarrow H / \sim=L, \quad \mu(x)=\hat{x}
$$

In the above conditions, it follows the following:
16. Theorem. For any $(x, y) \in H^{2}$, we have

$$
x * y=\{t \in H \mid \mu(x) \wedge \mu(y) \leq \mu(t) \leq \mu(x) \vee \mu(y)\}
$$

Proof. Let $m$ and $M$ be the elements which appear in (ii). We have

$$
\mu(x) \wedge \mu(y)=\mu(m) \text { and } \mu(x) \vee \mu(y)=\mu(M)
$$

We shall verify the equivalence relation:

$$
t \in x * y \Longleftrightarrow M * u \subseteq t * u \subseteq m * u
$$

$" \Longrightarrow:$ We have $x \in m * u, y \in m * u$ and $x * y \subseteq m * u$, so we obtain $x * y * u \subseteq(m * u) * u=m * u$, whence $t * u \subseteq m * u$. By (ii) it follows that $M * u \subseteq t * u$.
$" \Longleftarrow:$ We have $t * u \subseteq m * u=\bigcap_{x \in s * u \ni y} s * u=\bigcap_{x * y \subset s * u} s * u$, so $t \in t * u \subseteq x * y$. Therefore

$$
t \in x * y \Longleftrightarrow M * u \subseteq t * u \subseteq m * u \Longleftrightarrow \mu(m) \leq \mu(t) \leq \mu(M)
$$

## §2. Direct limit and inverse limit of join spaces associated with fuzzy subsets

In the first part of this paragraph, the direct limit of a direct family of join spaces is studied; in particular, join spaces associated with fuzzy subsets are considered.

The second part of the paragraph is dedicated to the study of the inverse limit of an inverse family of hypergroups. It is again analysed the case of join spaces associated with fuzzy subsets. These results have been by obtained by V. Leoreanu.
I). In [322], G. Romeo introduced the notion of the direct limit of a direct family of semihypergroups. First, let us recall some definitions:
17. Definition. We say that (see [447]) a family $\left\{\left(H_{i}, \otimes_{i}\right)\right\}_{i \in I}$ of join spaces is a direct family if:

1) $(I, \leq)$ is a directed partially ordered set;
2) $\forall(i, j) \in I^{2}$, we have $i \neq j \Longleftrightarrow H_{i} \cap H_{j}=\emptyset$;
3) $\forall(i, j) \in I^{2}, i \leq j$, there is a homomorphism $\varphi_{i j}: H_{i} \rightarrow H_{j}$, such that $\varphi_{j k} \circ \varphi_{i j}=\varphi_{i k}$, if $i \leq j \leq k$ and $\varphi_{i i}$ is the identity mapping for all $i \in I$.

Let $H=\cup_{i \in I} H_{i}$. Let us define, as in [322], on $H$ the following equivalence relation:
$x \sim y$ if and only if the following implication is satisfied:

$$
\begin{array}{r}
(x, y) \in H_{i} \times H_{j} \Longrightarrow \quad \text { there is } k \in I ; k \geq i, k \geq j \\
\quad \text { such that } \varphi_{i k}(x)=\varphi_{j k}(y)
\end{array}
$$

If $x_{i} \in H_{i}$ and $i \leq j$, we denote $\varphi_{i j}\left(x_{i}\right)$ by $x_{j}$. We also denote by $\bar{x}$ the equivalence class of $x$ and by $\bar{H}$ the set of equivalence classes.
$\bar{H}$ is a hypergroup, respect to the following hyperoperation:

$$
\begin{array}{r}
\bar{x} * \bar{y}=\left\{\bar{z} \mid \exists i \in I, \exists x_{i} \in \bar{x} \cap H_{i}, \exists y_{i} \in \bar{y} \cap H_{i},\right. \\
\\
\left.\exists z_{i} \in \bar{z} \cap H_{i}, \text { such that } z_{i} \in x_{i} \otimes_{i} y_{i}\right\}
\end{array}
$$

(see [322]).
18. Proposition. If $\left\{\left(H_{i}, \otimes_{i}\right)\right\}_{i \in I}$ is a direct family of semihypergroups, such that $\forall i \in I, \exists k \in I, i \leq k$, for which $\left(H_{k}, \otimes_{k}\right)$ is a join space, then $(\bar{H}, *)$ is a join space.

Proof. We only need to check the implication (see Theorem 4, [322]):

$$
\forall(\bar{x}, \bar{y}, \bar{z}, \bar{w}) \in \bar{H}^{4}, \bar{x} / \bar{y} \cap \bar{z} / \bar{w} \neq \emptyset \Longrightarrow \bar{x} * \bar{w} \cap \bar{y} * \bar{z} \neq \emptyset
$$

From $\bar{x} / \bar{y} \cap \bar{z} / \bar{w} \neq \emptyset$ it follows that there is $\bar{u} \in \bar{H}$, such that $\bar{x} \in \bar{y} * \bar{u}$ and $\bar{z} \in \bar{w} * \bar{u}$; so, there is $(i, j) \in I^{2}$, for which $x_{i} \in y_{i} \otimes_{i} u_{i}$ and $z_{j} \in w_{j} \otimes_{j} u_{j}$. Since $I$ is directed partially ordered, it follows that $\exists k \in I$, such that $i \leq k$ and $j \leq k$. Moreover, we can suppose that ( $H_{k}, \otimes_{k}$ ) is a join space, by the hypothesis. So, we have:

$$
\varphi_{i k}\left(x_{i}\right)=x_{k} \in \varphi_{i k}\left(y_{i}\right) \otimes_{k} \varphi_{i k}\left(u_{i}\right)=y_{k} \otimes_{k} u_{k}
$$

and similarly, $z_{k} \in w_{k} \otimes_{k} u_{k}$, whence $u_{k} \in x_{k} / y_{k} \cap z_{k} / w_{k}$ and it follows that $x_{k} \otimes_{k} w_{k} \cap y_{k} \otimes_{k} z_{k} \neq \emptyset$, because ( $H_{k}, \otimes_{k}$ ) is a join space.

Hence, $\bar{x} * \bar{w} \cap \bar{y} * \bar{z} \neq \emptyset$.
We shall consider now $\mathcal{F}=\left\{\left(H_{i}, \mu_{i}\right)\right\}_{i \in I}$ a family of fuzzy subsets.

In $\S 2$, it is introduced a join space associated with a fuzzy subset, in the following manner: $\forall\left(x_{i}, y_{i}\right) \in H_{i}^{2}$, we have:

$$
\left.\begin{array}{r}
x_{i} \circ_{i} y_{i}=\left\{z_{i} \in H_{i} \mid \min \left\{\mu_{i}\left(x_{i}\right), \mu_{i}\left(y_{i}\right)\right\} \leq \mu_{i}\left(z_{i}\right) \leq\right. \\
\leq \\
\end{array} \max \left\{\mu_{i}\left(x_{i}\right), \mu_{i}\left(y_{i}\right)\right\}\right\} .
$$

19. Definition. Let $(H, \mu)$ and $\left(H^{\prime}, \mu^{\prime}\right)$ be fuzzy sets. The function $f: H \rightarrow H^{\prime}$ is called a f.s. homomorphism if

$$
\begin{aligned}
& \forall(x, y) \in H^{2} \text {, such that } \mu(x)<\mu(y) \text {, we have } \mu^{\prime}(f(x))<\mu^{\prime}(f(y)) \\
& \text { and if } \mu(x)=\mu(y) \text {, then } \mu^{\prime}(f(x))=\mu^{\prime}(f(y)) .
\end{aligned}
$$

20. Definition. Let $\mathcal{F}=\left\{\left(H_{i}, \mu_{i}\right)\right\}_{i \in I}$ be a family of fuzzy subsets. We say that $\mathcal{F}$ is a direct family of fuzzy subsets if:
1) $(I, \leq)$ is a directed partially ordered set;
2) $\forall(i, j) \in I^{2}$, we have $i \neq j \Longleftrightarrow H_{i} \cap H_{j} \neq \emptyset$;
3) $\forall(i, j) \in I^{2}, i \leq j$, there is a f.s. homomorphism $\varphi_{i j}: H_{i} \rightarrow H_{j}$, such that: if $i \leq j \leq k$, we have $\varphi_{j k} \circ \varphi_{i j}=\varphi_{i k}$ and $\varphi_{i i}$ is the identity mapping for all $i \in I$.

Let $\left\{\left(H_{i}, \mu_{i}\right)\right\}_{i \in I}$ be a direct family of fuzzy subsets and let us consider now $\bar{\mu}: \bar{H} \rightarrow[0,1]$, such that the following condition holds: $\forall(\bar{x}, \bar{y}) \in \bar{H}^{2}, \bar{\mu}(\bar{x})<\bar{\mu}(\bar{y})$ if and only if $\exists i \in I, \exists x_{i} \in \bar{x} \cap H_{i}$, $\exists y_{i} \in \bar{y} \cap H_{i}$, such that $\mu_{i}\left(x_{i}\right)<\mu_{i}\left(y_{i}\right)$.
21. Proposition. The following equivalence relation holds:
$\left[\exists i \in I, \exists x_{i} \in \bar{x} \cap H_{i}, \exists y_{i} \in \bar{y} \cap H_{i}\right.$, such that $\left.\mu_{i}\left(x_{i}\right)<\mu_{i}\left(y_{i}\right)\right]$ $\Longleftrightarrow\left[\forall j \in I, \forall x_{j} \in \bar{x} \cap H_{j}, \forall y_{j} \in \bar{y} \cap H_{j}: \mu_{j}\left(x_{j}\right)<\mu_{j}\left(y_{j}\right)\right]$.

Proof. " $\Longrightarrow$ " First, we show that $\forall\left\{x_{i}, x_{i}^{\prime}\right\} \subset \bar{x} \cap H_{i}$, we have $\mu_{i}\left(x_{i}\right)=\mu_{i}\left(x_{i}^{\prime}\right)$.

Indeed, since $x_{i} \sim x_{i}^{\prime}$ it follows that there is $k \in I, i \leq k$, such that $\varphi_{i k}\left(x_{i}\right)=\varphi_{i k}\left(x_{i}^{\prime}\right)$, that is $x_{k}=x_{k}^{\prime}$.

Suppose that $\mu_{i}\left(x_{i}\right)<\mu_{i}\left(x_{i}^{\prime}\right)$. Then $\mu_{k}\left(\varphi_{i k}\left(x_{i}\right)\right)<\mu_{k}\left(\varphi_{i k}\left(x_{i}^{\prime}\right)\right)$, that is $\mu_{k}\left(x_{k}\right)<\mu_{k}\left(x_{k}^{\prime}\right)$ contradiction with $x_{k}=x_{k}^{\prime}$.

We shall check now that $\forall j \in I$, we have $\mu_{j}\left(x_{j}\right)<\mu_{j}\left(y_{j}\right)$.
For $j \in I, i \leq j$, we have $\mu_{j}\left(\varphi_{i j}\left(x_{i}\right)\right)<\mu_{j}\left(\varphi_{i j}\left(y_{i}\right)\right)$, that is $\mu_{j}\left(x_{j}\right)<\mu_{j}\left(y_{j}\right)$.

Let us suppose that there is $k \in I$, such that $\mu_{k}\left(x_{k}\right)>\mu_{k}\left(y_{k}\right)$. Since ( $I, \leq$ ) is directed partially ordered, it follows that there is $t \in I, k \leq t, i \leq t$. Since $\mu_{k}\left(x_{k}\right)>\mu_{k}\left(y_{k}\right)$ it follows $\mu_{t}\left(x_{t}\right)>\mu_{t}\left(y_{t}\right)$ and since $\mu_{i}\left(x_{i}\right)<\mu_{i}\left(y_{i}\right)$ it follows $\mu_{t}\left(x_{t}\right)<\mu_{t}\left(y_{t}\right)$, contradiction!

Therefore, for any $j \in I$, we have $\mu_{j}\left(x_{j}\right)<\mu_{j}\left(y_{j}\right)$.
22. Corollary. We have
$\bar{\mu}(\bar{x})=\bar{\mu}(\bar{y})$
$\Longleftrightarrow\left[\exists i \in I, \exists x_{i} \in \bar{x} \cap H_{i}, \exists y_{i} \in \bar{y} \cap H_{i}\right.$, such that $\left.\mu_{i}\left(x_{i}\right)=\mu_{i}\left(y_{i}\right)\right]$
$\Longleftrightarrow\left[\forall j \in I, \forall x_{i} \in \bar{x} \cap H_{i}, \forall y_{i} \in \bar{y} \cap H_{i}, \mu_{j}\left(x_{j}\right)=\mu_{j}\left(y_{j}\right)\right]$.
23. Remark. Let $(H, \mu)$ and $\left(H^{\prime}, \mu^{\prime}\right)$ be fuzzy subsets. If $f: H \rightarrow H^{\prime}$ is a f.s. homomorphism, then the following implication holds:

$$
\forall(x, y) \in H^{2}, f(x)=f(y) \Longrightarrow \mu(x)=\mu(y)
$$

Proof. Indeed, since $f(x)=f(y)$ it follows $\mu^{\prime}(f(x))=\mu^{\prime}(f(y))$. If we suppose now that $\mu(x)<\mu(y)$, then $\mu^{\prime}(f(x))<\mu^{\prime}(f(y))$, contradiction! Therefore, $\mu(x)=\mu(y)$.

So, we can define the function:

$$
g: \operatorname{Im} f \longrightarrow[0,1], \quad g(f(x))=\mu(x)
$$

We can choose $\bar{\mu}$ in many manners.

## 24. Examples.

1. Let $i_{0} \in I$ and let us define $\mu^{\prime}(\bar{x})=\mu_{i_{0}}\left(x_{i_{0}}\right), \forall \bar{x} \in \bar{H}$. Then we can consider $\bar{\mu}(\bar{x})=\mu^{\prime}(\bar{x}), \forall \bar{x} \in \bar{H}$.
2. Let $F$ be a finite subset of $I$ and $|F|$ the cardinal of $F$

$$
\mu^{\prime \prime}(\bar{x})=\sum_{i \in F} \mu_{i}\left(x_{i}\right) /|F| .
$$

Remember that $\forall\left\{x_{i}, x_{i}^{\prime}\right\} \subset \bar{x} \cap H_{i}$, we have $\mu_{i}\left(x_{i}\right)=\mu_{i}\left(x_{i}^{\prime}\right)$. If $\mu^{\prime \prime}(\bar{x})<\mu^{\prime \prime}(\bar{y}), \quad$ that $\quad$ is $\quad \sum_{i \in F} \mu_{i}\left(x_{i}\right) /|F|<\sum_{i \in F} \mu_{i}\left(y_{i}\right) /|F|$, then $\exists i_{0} \in F$, such that $\mu_{i_{0}}\left(x_{i_{0}}\right)<\mu_{i_{0}}\left(y_{i_{0}}\right)$. So, we can consider $\bar{\mu}(\bar{x})=\mu^{\prime \prime}(\bar{x}), \forall \bar{x} \in \bar{H}$.
25. Proposition. Let $\left\{\left(H_{i}, \mu_{i}\right)\right\}_{i \in I}$ be a direct family of fuzzy subsets and let $\left\{\left(H_{i}, \circ_{i}\right)\right\}_{i \in I}$ be the family of join spaces associated with the previous fuzzy subsets. Then $\left\{\left(H_{i}, \circ_{i}\right)\right\}_{i \in I}$ is a direct family of join spaces.

Proof. We only need to prove that for $\forall(i, j) \in I^{2}, i \leq j$, $\varphi_{i j}: H_{i} \longrightarrow H_{j}$ is a homomorphism of join spaces, that is $\forall\left(x_{i}, y_{i}\right) \in H_{i}^{2}, \forall z_{i} \in x_{i} \circ_{i} y_{i}$, we have $\varphi_{i j}\left(z_{i}\right) \in \varphi_{i j}\left(x_{i}\right) \circ_{j} \varphi_{i j}\left(y_{i}\right)$, that is $z_{j} \in x_{j} \circ_{j} y_{j}$.

Indeed, by $z_{i} \in x_{i} \circ_{i} y_{i}$ it follows

$$
\min \left\{\mu_{i}\left(x_{i}\right), \mu_{i}\left(y_{i}\right)\right\} \leq \mu_{i}\left(z_{i}\right) \leq \max \left\{\mu_{i}\left(x_{i}\right), \mu_{i}\left(y_{i}\right)\right\}
$$

Suppose $\mu_{i}\left(x_{i}\right) \leq \mu_{i}\left(y_{i}\right)$; we have $\mu_{i}\left(x_{i}\right) \leq \mu_{i}\left(z_{i}\right) \leq \mu_{i}\left(y_{i}\right)$. Since for $i \leq j, \varphi_{i j}$ is a f.s. homomorphism, we obtain

$$
\mu_{j}\left(\varphi_{i j}\left(x_{i}\right)\right) \leq \mu_{j}\left(\varphi_{i j}\left(z_{i}\right)\right) \leq \mu_{j}\left(\varphi_{i j}\left(y_{i}\right)\right)
$$

that is $\mu_{j}\left(x_{j}\right) \leq \mu_{j}\left(z_{j}\right) \leq \mu_{j}\left(y_{j}\right)$, whence $z_{j} \in x_{j} \circ_{j} y_{j}$.
26. Theorem. Let $\left\{\left(H_{i}, \mu_{i}\right)\right\}_{i \in I}$ be a direct family of fuzzy subsets and $\left\{\left(H_{i}, o_{i}\right)\right\}_{i \in I}$ the direct family of join spaces associated with the previous fuzzy subsets. Let $(\bar{H}, *)$ be the direct limit of the direct family of join spaces.

Then $(\bar{H}, *)$ is also a join space, associated with a fuzzy subset.
Proof. Let ( $\bar{H}, \circ$ ) be the join space associated with a fuzzy subset $\bar{\mu}$, which satisfies the following condition:
$\bar{\mu}(\bar{x})<\bar{\mu}(\bar{y}) \Longleftrightarrow\left[\exists i \in I, \exists x_{i} \in \bar{x} \cap H_{i}, \exists y_{i} \in \bar{y} \cap H_{i}: \mu_{i}\left(x_{i}\right)<\mu_{i}\left(y_{i}\right)\right]$.
Then $\bar{x} \circ \bar{y}=\{\bar{z} \in \bar{H} \mid \min \{\bar{\mu}(\bar{x}), \bar{\mu}(\bar{y})\}\} \leq \bar{\mu}(\bar{z}) \leq \max \{\bar{\mu}(\bar{x}), \bar{\mu}(\bar{y})\}$. Suppose that $\bar{\mu}(\bar{x}) \leq \bar{\mu}(\bar{y})$. Then $\bar{x} \circ \bar{y}=\{\bar{z} \mid \bar{\mu}(\bar{x}) \leq \bar{\mu}(\bar{x}) \leq$
$\leq \bar{\mu}(\bar{y})\}=\left\{\bar{z} \mid \exists i \in I, \exists x_{i} \in \bar{x} \cap H_{i}, \exists z_{i} \in \bar{z} \cap H_{i}: \mu_{i}\left(x_{i}\right) \leq \mu_{i}\left(z_{i}\right)\right.$ and $\left.\exists j \in I, \exists z_{j} \in \bar{z} \in H_{j}, \exists y_{j} \in \bar{y} \cap H_{j}: \mu_{j}\left(z_{j}\right) \leq \mu_{j}\left(y_{j}\right)\right\}$.

Since $I$ is a directed partially ordered set, it follows that there is $k \in I, i \leq k, j \leq k$. We have $\mu_{k}\left(\varphi_{i k}\left(x_{i}\right)\right) \leq \mu_{k}\left(\varphi_{i k}\left(z_{i}\right)\right)$ that is $\mu_{k}\left(x_{k}\right) \leq \mu_{k}\left(z_{k}\right)$ and similarly, $\mu_{k}\left(z_{k}\right) \leq \mu_{k}\left(y_{k}\right)$. Therefore, $\bar{x} \circ \bar{y}=$ $=\left\{\bar{z} \mid \exists k \in I, \exists x_{k} \in \bar{x} \cap H_{k}, \exists z_{k} \in \bar{z} \cap H_{k}, \exists y_{k} \in \bar{y} \cap H_{k}: \mu_{k}\left(x_{k}\right) \leq\right.$ $\left.\leq \mu_{k}\left(z_{k}\right) \leq \mu_{k}\left(y_{k}\right)\right\}=\left\{\bar{z} \mid \exists k \in I: z_{k} \in x_{k} \circ_{k} y_{k}\right\}=\bar{x} * \bar{y}$. Then the join spaces $(\bar{H}, \circ)$ and $(\bar{H}, *)$ coincide.
II) First, we shall introduce the notion of inverse limit of hypergroups and then we shall study it for an inverse family of join spaces associated with fuzzy subsets.
27. Definition. We say that a family of hypergroups $\left\{\left(H_{i}, \otimes_{i}\right)\right\}_{i \in I}$ is an inverse family if:

1. $(I, \leq)$ is a directed partially ordered set;
2. $\forall(i, j) \in I^{2}$, we have $H_{i} \cap H_{j}=\emptyset \Longleftrightarrow i \neq j$;
3. $\forall(i, j) \in I^{2}, i \geq j$, there is a homomorphism of hypergroups $\psi_{i j}: H_{i} \longrightarrow H_{j}$, such that: if $i \geq j \geq k, \psi_{j k} \circ \psi_{i j}=\psi_{i k}$ and $\forall i \in I, \psi_{i i}$ is the identity mapping.

Let us consider now $\left(\prod_{i \in I} H_{i}, \otimes\right)$ the direct product and let

$$
\widetilde{H}=\left\{p \in \prod_{i \in I} H_{i} \mid \psi_{i j}\left(p_{i}\right)=p_{j}, \forall i \geq j\right\}
$$

where $p=\left(p_{i}\right)_{i \in I}$. If $\widetilde{H} \neq \emptyset$, we define on $\widetilde{H}$ the hyperoperation:

$$
\widetilde{x} \circ \widetilde{y}=\{\widetilde{z} \in \widetilde{H} \mid \widetilde{z} \in \widetilde{x} \otimes \widetilde{y}\}=\widetilde{x} \otimes \widetilde{y} \cap \widetilde{H}
$$

The assumption $\widetilde{H} \neq \emptyset$ is really necessary. In [447], G. Grätzer presents an example of an inverse family of nonvoid sets, whose
inverse limit is void. The following theorem shows that this cannot happen if all the sets are finite and nonvoid.
28. Theorem. [[447], Th.1, p.132] The inverse limit of a family of nonvoid finite sets is always nonvoid.

Another situation for which the inverse limit of a family of nonvoid sets $\left\{H_{i}\right\}_{i \in I}$ is nonvoid is the following one:

If $I$ has a maximum element, then $\widetilde{H} \neq \emptyset$.
Indeed, if $s=\max I$, then $\forall p=\left(p_{i}\right)_{i \in I}, \exists \widetilde{p} \in \widetilde{H} . \widetilde{p}_{i}=\psi_{s i}\left(p_{s}\right)$, because $\forall(i, j) \in I^{2}, i \geq j$, we have: $\psi_{i j}\left(\psi_{s i}\left(p_{s}\right)\right)=\psi_{s j}\left(p_{s}\right)$, that is $\psi_{i j}\left(\widetilde{p}_{i}\right)=\widetilde{p}_{j}$.

In the following, we shall consider $(I, \leq)$ a partially ordered set, with a maximum element.
29. Theorem. Let I be a partially ordered set, with a maximum element s. If $\left\{\left(H_{i}, \otimes_{i}\right)\right\}_{i \in I}$ is an inverse family of hypergroups, then ( $\widetilde{H}, \circ$ ) is a hypergroup. Moreover, if $\forall i \in I,\left(H_{i}, \otimes_{i}\right)$ is a join space, then ( $\widetilde{H}, \circ$ ) is also a join space.

Proof. Let us verify first that $(\widetilde{H}, \circ)$ is a hypergroup.
The associativity. We shall check that $\forall(\widetilde{x}, \widetilde{y}, \widetilde{z}) \in \widetilde{H}^{3}$, $(\widetilde{x} \circ \widetilde{y}) \circ \widetilde{z}=(\widetilde{x} \otimes \widetilde{y}) \otimes \widetilde{z} \cap \widetilde{H}$. We have to verify only the inclusion " $\supset$ ".
Let $\tilde{t} \in(\widetilde{x} \otimes \widetilde{y}) \otimes \widetilde{z} \cap \widetilde{H}$. There is $u \in \widetilde{x} \otimes \widetilde{y}$, such that $\tilde{t} \in u \otimes \widetilde{z}$, so $\forall i \in I, \widetilde{t}_{i} \in u_{i} \otimes_{i} \widetilde{z}_{i}$, particularly $\tilde{t}_{s} \in u_{s} \otimes_{s} \widetilde{z}_{s}$. For all $j \in I$, we have $\psi_{s j}\left(\widetilde{t}_{s}\right) \in \psi_{s j}\left(u_{s}\right) \otimes_{j} \psi_{s j}\left(\widetilde{z}_{s}\right)$, that means $\tilde{t}_{j} \in \psi_{s j}\left(u_{s}\right) \otimes_{j} \widetilde{z}_{j}$. Let $\widetilde{u} \in \widetilde{H}$, defined in this manner: $\widetilde{u}_{j}=\psi_{s j}\left(u_{s}\right), \forall j \in I$. We have: $\widetilde{t}_{j} \in \widetilde{u}_{j} \otimes_{j} \widetilde{z}_{j}, \forall j \in I$, whence $\tilde{t} \in \tilde{u} \circ \widetilde{z}$.

Since $u \in \tilde{x} \otimes \widetilde{y}$, it follows $u_{j} \in \widetilde{x}_{j} \otimes_{j} \tilde{y}_{j}, \forall j \in I$; so, $u_{s} \in \widetilde{x}_{s} \otimes_{s} \widetilde{y}_{s}$, whence $\psi_{s j}\left(u_{s}\right) \in \psi_{s j}\left(\widetilde{x}_{s}\right) \otimes_{j} \psi_{s j}\left(\widetilde{y}_{s}\right), \forall j \in I$, that is $\tilde{u}_{j} \in \widetilde{x}_{j} \otimes_{j} \tilde{y}_{j}, \forall j \in I$, hence $\widetilde{u} \in \widetilde{x} \otimes \widetilde{y} \cap \widetilde{H}=\widetilde{x} \circ \widetilde{y}$. Then, $\tilde{t} \in \tilde{u} \circ \widetilde{z} \subset(\tilde{x} \circ \widetilde{y}) \circ \tilde{z}$.

Similarly, we prove that $\widetilde{x} \circ(\widetilde{y} \circ \widetilde{z})=\widetilde{x} \otimes(\widetilde{y} \otimes \tilde{z}) \cap \widetilde{H}$. Therefore $(\widetilde{x} \circ \widetilde{y}) \circ \widetilde{z}=(\widetilde{x} \otimes \widetilde{y}) \otimes \widetilde{z} \cap \widetilde{H}=\widetilde{x} \otimes(\widetilde{y} \otimes \widetilde{z}) \cap \widetilde{H}=\widetilde{x} \circ(\widetilde{y} \circ \widetilde{z})$, $\forall(\widetilde{x}, \widetilde{y}, \widetilde{z}) \in \widetilde{H}^{3}$.

The reproducibility. For any $(\widetilde{x}, \widetilde{y}) \in \widetilde{H}^{2}$, there is $z \in \prod_{i \in I} H_{i}$ such that $\tilde{x} \in \tilde{y} \otimes z$, whence $\forall i \in I$, we have $\widetilde{x}_{i} \in \widetilde{y}_{i} \otimes_{i} z_{i}$. From $\widetilde{x}_{s} \in \widetilde{y}_{s} \otimes_{s} z_{s}$, it follows $\psi_{s j}\left(\widetilde{x}_{s}\right) \in \psi_{s j}\left(\widetilde{y}_{s}\right) \otimes_{j} \psi_{s j}\left(z_{s}\right), \forall j \in I$, that is $\widetilde{x}_{j} \in \widetilde{y}_{j} \otimes_{j} \psi_{s j}\left(z_{s}\right)$. Let us consider $\widetilde{z} \in \widetilde{H}$, such that $\widetilde{z}_{j}=\psi_{s j}\left(z_{s}\right)$, $\forall j \in I$. So, $\forall i \in I$, we have $\widetilde{x}_{j} \in \widetilde{y}_{j} \otimes_{j} \tilde{z}_{j}$, whence $\widetilde{x} \in \widetilde{y} \circ \tilde{z}$. Therefore $\widetilde{y} \circ \widetilde{H}=\widetilde{H}$ and similarly, we have $\widetilde{H} \circ \widetilde{y}=\widetilde{H}$.

Therefore, ( $\widetilde{H}, \circ$ ) is a hypergroup.
Let us suppose now that $\forall i \in I,\left(H_{i}, \otimes_{i}\right)$ is a join space. We shall prove the following implication:

$$
\forall(\tilde{x}, \tilde{y}, \tilde{z}, \tilde{t}) \in \widetilde{H}^{4}, \tilde{x} / \tilde{y} \cap \tilde{t} / \tilde{z} \neq \emptyset \Longrightarrow \tilde{x} \circ \tilde{z} \cap \tilde{y} \circ \tilde{t} \neq \emptyset .
$$

From $\tilde{x} / \tilde{o^{\circ}} \cap \tilde{t} / \tilde{z} \neq \emptyset$, it follows that $\exists \widetilde{u} \in \widetilde{H}: \widetilde{x} \in \tilde{y} \circ \tilde{u} \in \widetilde{y} \otimes \widetilde{u}$ and $\tilde{t} \in \tilde{z} \circ \tilde{u} \subset \tilde{z} \otimes \tilde{u}$. Then, $\tilde{x} / \tilde{y} \cap \tilde{t} / \tilde{z} \neq \emptyset$ in $\left(\prod_{i \in I} H_{i}, \otimes\right)$, which is a join space, so $\tilde{x} \otimes \tilde{z} \cap \tilde{y} \otimes \tilde{t} \neq \emptyset$. Hence $\exists v \in \tilde{x} \otimes \tilde{z}$ and $v \in \tilde{y} \otimes \tilde{t}$, that means $\forall i \in I, v_{i} \in \widetilde{x}_{i} \otimes_{i} \tilde{z}_{i}$ and $v_{i} \in \widetilde{y}_{i} \otimes_{i} \tilde{t_{i}}$. From $v_{s} \in \widetilde{x}_{s} \otimes_{s} \tilde{z}_{s}$, it follows that $\forall j \in I, \psi_{s j}\left(v_{s}\right) \in \psi_{s j}\left(\widetilde{x}_{s}\right) \otimes_{j} \psi_{s j}\left(\tilde{z}_{s}\right)=\tilde{x}_{j} \otimes_{j} \tilde{z}_{j}$.

Let us consider $\widetilde{v} \in \widetilde{H}$, such that $\widetilde{v}_{j}=\psi_{s j}\left(v_{s}\right), \forall j \in I$. We have $\widetilde{v}_{j} \in \widetilde{x}_{j} \otimes_{j} \tilde{z}_{j}, \forall j \in I$, that means $\tilde{v} \in \tilde{x} \circ \widetilde{z}$. Similarly, from $v_{s} \in \tilde{y}_{s} \otimes_{s} \tilde{t}_{s}$, it follows $\tilde{v} \in \tilde{y} \circ \tilde{t}$.

Therefore, $\tilde{x} \circ \tilde{z} \cap \tilde{y} \circ \tilde{t} \neq \emptyset$, so ( $\widetilde{H}, \circ$ ) is a join space.
30. Definition. ( $\widetilde{H}, \circ$ ) is called the inverse limit of the inverse family $\left\{\left(H_{i}, \otimes_{i}\right)\right\}_{i \in I}$.

Finally, we shall analyse the inverse limit of an inverse family of join spaces associated with fuzzy subsets.
31. Definition. Let $\mathcal{F}=\left\{\left(H_{i}, \mu_{i}\right)\right\}_{i \in I}$ be a family of fuzzy subsets. We say that $\mathcal{F}$ is an inverse family of fuzzy subsets if:

1. $(I, \leq)$ is a directed partially ordered set;
2. $\forall(i, j) \in I^{2}$, we have $i \neq j \Longleftrightarrow H_{i} \cap H_{j}=\emptyset$;
3. $\forall(i, j) \in I^{2}, i \geq j$, there is a f.s. homomorphism $\psi_{i j}: H_{i} \rightarrow H_{j}$, such that: if $i \geq j \geq k$, we have $\psi_{j k} \circ \psi_{i j}=\psi_{i k}$ and $\varphi_{i i}$ is the identity mapping for all $i \in I$.
4. Proposition. Let $\mathcal{F}=\left\{\left(H_{i}, \mu_{i}\right)\right\}_{i \in I}$ be an inverse family of fuzzy subsets. Then the family $\left\{\left(H_{i}, \circ_{i}\right)\right\}_{i \in I}$ of join spaces, associated with the previous fuzzy subsets, is an inverse family.

Proof. We shall check that $\forall(i, j) \in I^{2}, i \geq j, \psi_{i j}$ is a homomorphism of join spaces, that means: if $z_{i} \in x_{i} \circ_{i} y_{i}$, then $\psi_{i j}\left(z_{i}\right) \in$ $\in \psi_{i j}\left(x_{j}\right) \circ_{j} \psi_{i j}\left(y_{i}\right)$.

Suppose $\mu_{i}\left(x_{i}\right) \leq \mu_{i}\left(y_{i}\right)$. From $z_{i} \in x_{i} \circ_{i} y_{i}$, it follows $\mu_{i}\left(x_{i}\right) \leq$ $\leq \mu_{i}\left(z_{i}\right) \leq \mu_{i}\left(y_{i}\right)$ and since $\psi_{i j}$ is a f.s. homomorphism, we obtain

$$
\mu_{j}\left(\psi_{i j}\left(x_{i}\right)\right) \leq \mu_{j}\left(\psi_{i j}\left(z_{i}\right)\right) \leq \mu_{j}\left(\psi_{i j}\left(y_{i}\right)\right)
$$

that is $\psi_{i j}\left(z_{i}\right) \in \psi_{i j}\left(x_{i}\right) \circ_{j} \psi_{i j}\left(y_{i}\right)$.
33. Proposition. Let $\left\{\left(H_{i}, \mu_{i}\right)\right\}_{i \in I}$ be an inverse family of fuzzy subsets and $\left\{\left(H_{i}, \circ_{i}\right)\right\}_{i \in I}$ the associated inverse family of join spaces. If $\widetilde{H} \neq \emptyset$ and $\exists i \in I: \mu_{i}\left(\widetilde{x}_{i}\right)<\mu_{i}\left(\widetilde{y}_{i}\right)$, where $\widetilde{x}=\left(\widetilde{x}_{i}\right)_{i \in I} \in \widetilde{H}$ and $\widetilde{y}=\left(\widetilde{y}_{i}\right)_{i \in I} \in \widetilde{H}$, then $\forall j \in I$, we have $\mu_{j}\left(\widetilde{x}_{j}\right)<\mu_{j}\left(\widetilde{y}_{j}\right)$.
Proof. Let us consider $j \in I, j \leq i$. Since $\psi_{i j}$ is a f.s. homomorphism, from $\mu_{i}\left(\widetilde{x}_{i}\right)<\mu_{i}\left(\widetilde{y}_{i}\right)$ it results $\mu_{j}\left(\psi_{i j}\left(\widetilde{x}_{i}\right)\right)<\mu_{j}\left(\psi_{i j}\left(\widetilde{y}_{i}\right)\right)$, that is $\mu_{j}\left(\widetilde{x}_{j}\right)<\mu_{j}\left(\widetilde{y}_{j}\right)$.

Let us suppose that $\exists p \in I$, such that $\mu_{p}\left(\widetilde{x}_{p}\right) \geq \mu_{p}\left(\widetilde{y}_{p}\right)$. Since $I$ is a directed partially ordered set, it follows that $\exists t \in I, t \geq i$, $t \geq p$.

If $\mu_{t}\left(\widetilde{x}_{t}\right)<\mu_{t}\left(\widetilde{y}_{t}\right)$ it follows $\mu_{p}\left(\psi_{t p}\left(\widetilde{x}_{t}\right)\right)<\mu_{p}\left(\psi_{t p}\left(\widetilde{y}_{t}\right)\right)$ that is $\mu_{p}\left(\widetilde{x}_{p}\right)<\mu_{p}\left(\widetilde{y}_{p}\right)$, contradiction with the made assumption.

If $\mu_{t}\left(\widetilde{x}_{t}\right) \geq \mu_{t}\left(\widetilde{y}_{t}\right)$ it follows $\mu_{i}\left(\psi_{t i}\left(\widetilde{x}_{t}\right)\right) \geq \mu_{i}\left(\psi_{t i}\left(\widetilde{y}_{t}\right)\right)$ that is $\mu_{i}\left(\widetilde{x}_{i}\right) \geq \mu_{i}\left(\widetilde{y}_{i}\right)$, contradiction with the hypothesis.

Therefore, $\forall j \in I$, we have $\mu_{j}\left(\widetilde{x}_{j}\right)<\mu_{j}\left(\widetilde{y}_{j}\right)$.
34. Corollary. In the hypothesis of the previous proposition, we have that if $\exists i \in I$, such that $\mu_{i}\left(\widetilde{x}_{i}\right)=\mu_{i}\left(\widetilde{y}_{i}\right)$, then $\forall j \in I, \mu_{j}\left(\widetilde{x}_{j}\right)=$ $=\mu_{j}\left(\widetilde{y}_{j}\right)$.
35. Theorem. Let $\left\{\left(H_{i}, \mu_{i}\right)\right\}_{i \in I}$ be an inverse family of fuzzy subsets, $\left\{\left(H_{i}, \circ_{i}\right)\right\}_{i \in I}$ the associated inverse family of join spaces and let suppose $\widetilde{H} \neq \emptyset$. Then the inverse limit $(\widetilde{H}, \circ)$ is also a join space associated with a fuzzy subset.

Proof. Let $(\widetilde{H}, \bullet)$ be the join space associated with a fuzzy subset $\tilde{\mu}$, which satisfies the following condition: if $(\widetilde{x}, \tilde{y}) \in \widetilde{H}^{2}$, then

$$
\widetilde{\mu}(\widetilde{x})<\widetilde{\mu}(\widetilde{y}) \Longleftrightarrow \exists i \in I: \mu_{i}\left(\widetilde{x}_{i}\right)<\mu_{i}\left(\widetilde{y}_{i}\right)
$$

We have

$$
\widetilde{x} \bullet \widetilde{y}=\{\widetilde{z} \in \widetilde{H} \mid \min \{\widetilde{\mu}(\widetilde{x}), \widetilde{\mu}(\widetilde{y})\}\} \leq \widetilde{\mu}(\widetilde{z}) \leq \max \{\widetilde{\mu}(\widetilde{x}), \widetilde{\mu}(\widetilde{y})\}
$$

Suppose $\widetilde{\mu}(\widetilde{x}) \leq \widetilde{y}(\widetilde{y})$. Then $\widetilde{x} \bullet \tilde{y}=\{\tilde{z} \mid \widetilde{\mu}(\widetilde{x}) \leq \widetilde{\mu}(\widetilde{z}) \leq \tilde{\mu}(\widetilde{y})\}$.
From $\widetilde{\mu}(\widetilde{x}) \leq \widetilde{\mu}(\widetilde{z})$ and the previous proposition, it follows that $\mu_{i}\left(\widetilde{x}_{i}\right) \leq \mu_{i}\left(\widetilde{z}_{i}\right), \forall i \in I$. Therefore, $\widetilde{x} \bullet \widetilde{y}=\left\{\widetilde{z} \mid \mu_{i}\left(\widetilde{x}_{i}\right) \leq \mu_{i}\left(\widetilde{z}_{i}\right) \leq\right.$ $\left.\leq \mu_{i}\left(\widetilde{y}_{i}\right), \forall i \in I\right\}=\left\{\tilde{z} \mid \tilde{z}_{i} \in \widetilde{x}_{i} \circ_{i} \widetilde{y}_{i}, \forall i \in I\right\}=\widetilde{x} \circ \widetilde{y}$.

Then the join spaces $(\widetilde{H}, \bullet)$ and ( $\widetilde{H}, \circ$ ) coincide.
36. Remark. We can choose $\tilde{\mu}$ is many manners. For instance,

1. $\forall \tilde{x} \in \widetilde{H}, \tilde{\mu}(\widetilde{x})=\mu_{i_{0}}\left(\widetilde{x}_{i_{0}}\right)$ for some $i_{0} \in I$.
2. $\forall \widetilde{x} \in \widetilde{H}, \widetilde{\mu}(\widetilde{x})=\sum_{i \in F} \mu_{i}\left(\widetilde{x}_{i}\right) /|F|$, where $F$ is a finite subset of $I$, and $|F|$ is the cardinal of $F$.

Indeed, we have $\tilde{\mu}(\widetilde{x})<\tilde{\mu}(\widetilde{y}) \Longleftrightarrow \exists i \in I$, such that $\mu_{i}(\widetilde{x})<\mu_{i}\left(\widetilde{y}_{i}\right)$.

## §3. Rough sets, fuzzy subsets and join spaces

Let $H$ be a set and $R$ be an equivalence relation on $H$. Let $A$ be a subset of $H$.

The main question addressed by rough sets (Pawlak, 1982) is:
How to represent $A$ by means of $H / R$ ?

Denote by $R(x)$ the equivalence class of $x \in H$.
37. Definition. A rough set is a pair of subsets $(\bar{R}(A), \underline{R}(A))$ of $H$, which approximate as close as possible $A$ from outside and inside, respectively:

$$
\begin{aligned}
& \bar{R}(A)=\bigcup_{R(x) \cap A \neq \emptyset} R(x) \\
& \underline{R}(A)=\bigcup_{R(x) \subseteq A} R(x)
\end{aligned}
$$

Rough sets have been utilized as an instrument to study in deep the theory of knowledge (Artificial Intelligence) by Pawlak (a Polish mathematician) and many others.

One can remark (Biswas, 1999) that Rough Sets can be considered a special case of Fuzzy subsets, letting correspond to $(\bar{R}(A), \underline{R}(A))$ the membership function $\mu_{A}$, defined

$$
\mu_{A}(x)=\frac{|R(x) \cap A|}{|R(x)|}
$$

Now, let us see how join spaces can be associated with rough sets.
The results presented in this paragraph belong to P. Corsini.
38. Theorem. The partial hyperoperation

$$
\forall(x, y) \in H^{2}, x \circ y=\bar{R}(\{x, y\})-\underline{R}(\{x, y\})
$$

is defined everywhere if and only if

$$
\forall x \in H,|R(x)| \geq 3
$$

Proof. Let us prove now the implication $\Longleftarrow$.
Set $\forall x|R(x)| \geq 3$. Then we have

$$
\underline{R}(\{x, y\})=\bigcup_{R(z) \subset\{x, y\}} R(z)=\emptyset
$$

whence $x \circ y=R(x) \cup R(y) \neq \emptyset$.
Let us prove the implication $\Longrightarrow$.
Let us suppose $x$ exists such that $R(x)=\left\{x, x^{\prime}\right\}$ and $x \neq x^{\prime}$. Then

$$
x \circ x^{\prime}=\bigcup_{R(z) \cap\left\{x, x^{\prime}\right\} \neq \emptyset} R(z)-\bigcup_{R(z) \subset\left\{x, x^{\prime}\right\}} R(z)=R(x)-R(x)=\emptyset .
$$

Let us suppose $x$ exists such that $R(x)=\{x\}$.
By the same way one finds $x \circ x=R(x)-R(x)=\emptyset$. Therefore, $\forall x,|R(x)| \geq 3$.

Then $\langle H ; \circ\rangle$ is a hypergroupoid if and only if $\forall x,|R(x)| \geq 3$.
39. Theorem. $<H ; \circ>$ is a join space if and only if

$$
\forall x \in H,|R(x)| \geq 3 .
$$

Proof. Set $\forall(x, y), x \otimes y=\bar{R}(\{x, y\})=R(x) \cup R(y)$. By Theorem 38 it is sufficient to prove that if $\langle H ; 0\rangle$ is a hypergroupoid, then it is a join space.

Let us remark that the hypothesis $|R(x)| \geq 3$ implies: $\langle\circ\rangle=\langle\otimes\rangle$, so $x \circ y=R(x) \cup R(y)$. It follows that $\langle H$; ○ $\rangle$ is a commutative semi-hypergroup.

Moreover, since every $x$ is an identity, it follows that $\langle H$;० $\rangle$ is a hypergroup.

It remains to prove that the implication $a / b \cap c / d \neq \emptyset \Longrightarrow$ $a \circ d \cap b \circ c \neq \emptyset$ is satisfied.

Set (I): $a / b \ni x \in c / d$, that is $a \in b \circ x, c \in d \circ x$, whence

$$
a \in R(b) \cup R(x), c \in R(d) \cup R(x)
$$

moreover $a \circ d=R(a) \cup R(d), b \circ c=R(b) \cup R(c)$.
We have $a \in a \circ d$, so, if $a \in R(b) \subset b \circ c$, it follows $a \in a \circ d \cap b \circ c$.
By the same way, $c \in R(d)$ implies $c \in a \circ d \cap b \circ c$.
Let us suppose now $a \notin R(b)$ and $c \notin R(d)$. Then it follows $a \in$ $R(x)$ whence $x \in R(a) \subset a \circ d, c \in R(x)$, whence $x \in R(c) \subset b \circ c$. Therefore (I) implies $a \circ d \cap b \circ c \neq \emptyset$, so $<H ; \otimes>$ is a join space.

Let us suppose now $|H|<\chi_{0}$.
40. Theorem. Let $<\mathcal{P}^{*}(H) ; \mu>$ be a fuzzy subset. There is a knowledge $<H ; R>$ such that

$$
\forall X \in \mathcal{P}^{*}(H), \mu(X)=\mu_{R}(X)=\frac{|\underline{R}(X)|}{|\bar{R}(X)|}
$$

if and only if the following condition is satisfied
(D) An integer $m>0$, and a partition of $H,\left\{A_{i}\right\}_{i \in I(m)}$ exist so that, for all non empty subsets $S$ and $J$ of $I(m)$ such that $S \cap J=\emptyset$, for every family $\left\{A_{s}^{\prime}\right\}_{s \in S}$ of subsets, $A_{s}^{\prime} \subset A_{s}$, setting $\forall i \in I(m), a_{i}=\left|A_{i}\right|$, we have:

1) $\mu\left(\bigcup_{s \in S} A_{s}^{\prime}\right)=0$.
2) $\mu\left(\bigcup_{j \in J} A_{j} \cup \bigcup_{s \in S} A_{s}^{\prime}\right)=\frac{\sum_{j \in J} a_{j}}{\sum_{j \in J} a_{j}+\sum_{s \in S} a_{s}}$.

Proof. (D) is sufficient.
Let $R$ be the equivalence relation on $H$ such that $H / R=\left\{A_{i} \mid i \in I(m)\right\}$.
$\forall X \in \mathcal{P}^{*}(H)$, we can represent $X$ as the union

$$
X=\bigcup_{j \in J} A_{j} \cup \bigcup_{s \in S} A_{s}^{\prime}
$$

where

$$
\begin{aligned}
& J \cup S \subset I(m), J \cap S=\emptyset \\
& J=\left\{j \in I(m) \mid A_{j} \subset X\right\} \\
& S=\left\{s \in I(m) \mid A_{s} \not \subset X, A_{s}^{\prime}=X \cap A_{s} \neq \emptyset\right\}
\end{aligned}
$$

So, we have:

$$
\begin{aligned}
& \underline{R}(X)=\bigcup_{j \in J} A_{j} \\
& \bar{R}(X)=\bigcup_{A_{t} \cap X \neq \emptyset} A_{t}=\bigcup_{j \in J} A_{j} \cup \bigcup_{s \in S} A_{s}
\end{aligned}
$$

Therefore

$$
\mu(X)=\frac{\sum_{j \in J} a_{j}}{\sum_{j \in J} a_{j}+\sum_{s \in S} a_{s}}=\frac{|\underline{R}(X)|}{|\bar{R}(X)|}=\mu_{R}(X)
$$

The condition (D) is necessary.
Let $\left\{A_{i}\right\}_{i \in I(m)}$ be the set of equivalence classes of $R$.
Then $\forall X \in \mathcal{P}^{*}(H)$, if we set

$$
\begin{aligned}
& J=\left\{j \in I(m) \mid A_{j} \subset X\right\} \\
& S=\left\{s \in I(m) \mid A_{s} \not \subset X\right\}, \forall s \in S, A_{s}^{\prime}=A_{s} \cap X
\end{aligned}
$$

we have

$$
\begin{aligned}
& \underline{R}(X)=\bigcup_{j \in J} A_{j} \\
& \bar{R}(X)=\bigcup_{A_{i} \cap X \neq \emptyset} A_{i}=\bigcup_{j \in J} A_{j} \cup \bigcup_{\substack{A_{s} \nless X \\
A_{s} \cap X \neq \emptyset}} A_{s}
\end{aligned}
$$

So we obtain:

$$
\mu\left(\bigcup_{s \in S} A_{s}^{\prime}\right)=0, \quad \mu(X)=\frac{\sum_{j \in J} a_{j}}{\sum_{j \in J} a_{j}+\sum_{s \in S} a_{s}}
$$

## §4. Direct limits and inverse limits of join spaces associated with rough sets

The results of this paragraph have been obtained by V. Leoreanu.
I) First of all we establish necessary and sufficient or only sufficient conditions for direct limits and products of models associated with rough sets to be join spaces.

Let us recall some definitions. A model is a pair $\langle H, \rho\rangle$, where $H$ is a nonempty set and $\rho$ is a binary relation on $H$.

Let us recall what a rough set is.
Let $H$ be a nonempty set and $R$ an equivalence relation on $H$. For every $X \subset H, X \neq \emptyset$, set

$$
\underline{R}(X)=\bigcup_{R(y) \subset X} R(y) \text { and } \bar{R}(X)=\bigcup_{R(z) \cap X \neq \emptyset} R(z)=\bigcup_{w \in X} R(w)
$$

The pair $(\bar{R}(X), \underline{R}(X))$ is a rough set. We have seen that a join space is associated with a rough set in the following manner:
41. Theorem. Let $R$ be an equivalence relation defined on a nonempty set $H$ and $<0>$ the partial hyperoperation defined

$$
\begin{equation*}
x \circ y=\bar{R}(\{x, y\})-\underline{R}(\{x, y\}) \tag{*}
\end{equation*}
$$

Then $<\circ>$ is defined everywhere $\Longleftrightarrow \forall x \in H,|R(x)| \geq 3 \Longleftrightarrow$ $<H, \circ>$ is a join space.

If $\left.<H^{\prime} ; \rho^{\prime}\right\rangle$ is another model, we say that a function $f: H \rightarrow H^{\prime}$ is a homomorphism of the models if for every $(x, y) \in \rho$, we have $(f(x), f(y)) \in \rho^{\prime}$. A family of models $\left\{<H_{i}, \rho_{i}>\right\}_{i \in I}$ is direct if the following conditions holds:
(i) $(I, \leq)$ is a directed partially ordered set;
(ii) $\forall(i, j) \in I^{2}, i \neq j \Longrightarrow H_{i} \cap H_{j}=\emptyset$;
(iii) $\forall(i, j) \in I^{2}$, if $i \leq j$, a homomorphism of models $\varphi_{j}^{i}: H_{i} \rightarrow H_{j}$ is defined, such that if $i \leq j \leq k$, we have $\varphi_{k}^{i} \varphi_{j}^{i}=\varphi_{k}^{i}$ and $\forall i \in I, \varphi_{i}^{i}=\operatorname{Id}\left(H_{i}\right)$.

On $H=\bigcup_{i \in I} H_{i}$ the following binary relation is defined as follows:

$$
\forall\left(x_{i}, y_{i}\right) \in H_{i} \times H_{j}, \quad x_{i} \sim y_{j} \Longleftrightarrow \exists k \in I
$$

$k \geq i, k \geq j$, such that $\varphi_{k}^{i}\left(x_{i}\right)=\varphi_{k}^{j}\left(y_{j}\right)$.
The relation " $\sim$ " is an equivalence relation.
$\varphi_{j}^{i}\left(x_{j}\right)$ is denoted by $x_{j}$.
Set $\bar{H}=H / \sim$.
On $\bar{H}$ is defined the binary relation $\bar{\rho}$ as follows

$$
\begin{aligned}
& (\bar{x}, \bar{y}) \in \bar{\rho} \Longleftrightarrow \exists q \in I, \exists x_{q} \in \bar{x} \cap H_{q} \\
& \exists z_{q} \in \bar{z} \cap H_{q}, \text { such that }\left(x_{q}, z_{q}\right) \in \rho_{q}
\end{aligned}
$$

Let $\left.<\bar{H}, \odot>\left(H_{i}, \odot_{i}\right)\right)$ be the partial hypergroupoid corresponding to $\bar{\rho}$ ( $\rho_{i}$, respectively) and defined by (*).
42. Theorem. If $<\bar{H}, \odot>$ is a join space, then there is $\ell \in I$, such that $\left(H_{\ell}, \odot_{\ell}\right)$ is a join space.

Moreover, for every $i \in I, i \geq \ell$, we have that $\left(H_{i}, \odot_{i}\right)$ is a join space.

Proof. Since $<\bar{H}, \odot>$ is a join space, then $\forall \bar{x} \in \bar{H}$, we have $|\bar{\rho}(\bar{x})| \geq 3$. Let $\left\{\bar{x}, \bar{y}_{1}, \bar{y}_{2}\right\}$ be three different elements of $\bar{\rho}(\bar{x})$. We have

$$
\begin{array}{ll}
\forall i \in I, \forall x_{i} \in \bar{x} \cap H_{i}, & \forall y_{1 i} \in \bar{y}_{1} \cap H_{i}  \tag{1}\\
\forall y_{2 i} \in \bar{y}_{2} \cap H_{i}, & x_{i} \neq y_{1 i} \neq y_{2 i} \neq x_{i}
\end{array}
$$

otherwise $\bar{x}, \bar{y}_{1}, \bar{y}_{2}$ would not be different. Since $\bar{x} \bar{\rho} \bar{y}_{1}$, it follows that

$$
\exists j \in I, \exists x_{j} \in \bar{x} \cap H_{j}, \exists y_{1 j} \in \bar{y}_{1} \cap H_{j}:\left(x_{j}, y_{1 j}\right) \in \rho_{j}
$$

Similarly, since $\bar{x} \bar{\rho} \bar{y}_{2}$, it follows that

$$
\exists k \in I, \exists x_{k} \in \bar{x} \cap H_{k}, \exists y_{2 k} \in \bar{y}_{2} \cap H_{k}:\left(x_{k}, y_{2 k} \in \rho_{k}\right.
$$

But $\bar{x}_{k}=\bar{x}=\bar{x}_{j}$, so $x_{k} \sim x_{j}$, that means $\exists \ell \in I, \ell \geq k, \ell \geq j$, such that $\varphi_{\ell}^{k}\left(x_{k}\right)=\varphi_{\ell}^{j}\left(x_{j}\right)=x_{\ell}$. Using now the fact that $\forall(i, j) \in I^{2}$, $i \leq j, \varphi_{j}^{i}: H_{i} \rightarrow H_{j}$ is a homomorphism of models, we have the implications:

$$
\left(x_{j}, y_{1 j}\right) \in \rho_{j} \Longrightarrow\left(\varphi_{\ell}^{j}\left(x_{j}\right), \varphi_{\ell}^{j}\left(y_{1 j}\right)\right) \in \rho_{\ell}
$$

and

$$
\left(x_{k}, y_{2 k}\right) \in \rho_{k} \Longrightarrow\left(\varphi_{\ell}^{k}\left(x_{k}\right), \varphi_{\ell}^{k}\left(y_{2 k}\right)\right) \in \rho_{\ell}
$$

Therefore, $\left(x_{\ell}, y_{1 \ell}\right) \in \rho_{\ell} \ni\left(x_{\ell}, y_{2 \ell}\right)$.
By (1), we have $x_{\ell} \neq y_{1 \ell} \neq y_{2 \ell} \neq x_{\ell}$, so $\left|\rho_{\ell}\left(x_{\ell}\right)\right| \geq 3$.
Since $\bar{x}$ is whichever in $\bar{H}$, it follows that $x_{\ell}$ is whichever in $H_{\ell}$. So, by Theorem 41, it follows that $\left(H_{\ell}, \odot_{\ell}\right)$ is a join space.

Now, since $\left(x_{\ell}, y_{1 \ell}\right) \in \rho_{\ell} \ni\left(x_{\ell}, y_{2 \ell}\right)$ it follows that $\forall i \in I, i \geq \ell$, we have $\left(\varphi_{i}^{\ell}\left(x_{\ell}\right), \varphi_{i}^{\ell}\left(y_{1 \ell}\right)\right) \in\left(\varphi_{i}^{\ell}\left(x_{\ell}\right), \varphi_{i}^{\ell}\left(y_{2 \ell}\right)\right)$ that is

$$
\left(x_{i}, y_{1 i}\right) \in \rho_{i} \ni\left(x_{i}, y_{2 i}\right)
$$

Moreover, by (1), it follows $x_{i} \neq y_{1 i} \neq y_{2 i} \neq x_{i}$ and since $x_{i}$ is whichever in $H_{i}$, we have that $\left(H_{i}, \odot_{i}\right)$ is a join space, by Theorem 41.
43. Theorem. $<\bar{H}, \odot>$ is a join space if and only if $\exists \ell \in I$, $\forall x_{\ell} \in H_{\ell}, \exists\left\{y_{1 \ell}, y_{2 \ell}\right\} \subset \rho_{\ell}\left(x_{\ell}\right)$ such that $\bar{x}_{\ell} \neq \bar{y}_{1 \ell} \neq \bar{y}_{2 \ell} \neq \bar{x}_{\ell}$.
Proof. " $\Longrightarrow$ " By the previous theorem we have that

$$
\exists \ell \in I, \forall x_{\ell} \in H_{\ell}, \exists\left(y_{1 \ell}, y_{2 \ell}\right) \in H_{\ell}^{2}
$$

such that $x \ell \neq y_{1 \ell} \neq y_{2 \ell} \neq x_{\ell}$ and $\forall i \in I, i \geq \ell, \varphi_{i}^{\ell}\left(x_{\ell}\right)=x_{i} \neq$ $\neq \varphi_{i}^{\ell}\left(y_{1 \ell}\right)=y_{1 i} \neq \varphi_{i}^{\ell}\left(y_{2 \ell}\right)=y_{2 i} \neq x_{i}$ and $\left(x_{i}, y_{1 i}\right) \in \rho_{i} \ni\left(x_{i}, y_{2 i}\right)$, so it results the thesis.
$" \Longleftarrow "$ Let us suppose that $\exists \ell \in I, \forall x_{\ell} \in H_{\ell}, \exists\left\{y_{1 \ell}, y_{2 \ell}\right\} \subset$ $\rho_{\ell}\left(x_{\ell}\right): \bar{x}_{\ell} \neq \bar{y}_{1 \ell} \neq \bar{y}_{2 \ell} \neq \bar{x}_{\ell}$. So, $\forall \bar{x}_{\ell} \in \bar{H},\left|\bar{\rho}\left(\bar{x}_{\ell}\right)\right| \geq 3$, whence $<\bar{H}, \odot>$ is a join space.
44. Proposition. Let $\left\{<H_{i}, \rho_{i}>\right\}_{i \in I}$ be a direct family of models. If there is $k \in I$, such that $\forall t \in I, t \geq k, \varphi_{t}^{k}$ is injective, and such that $<H_{k}, \odot_{k}>$ is a join space, then $<\bar{H}, \odot>$ is a join space.

Proof. By Theorem $41,<H_{k}, \odot_{k}>$ is a join space if and only if $\forall(x, y) \in H_{k}^{2}$,

$$
x \odot_{k} y=\overline{\rho_{k}}(\{x, y\})-\underline{\rho_{k}}(\{x, y\}) \neq \emptyset
$$

if and only if $\forall x \in H_{k},\left|\rho_{k}(x)\right| \geq 3$. We have the implication $(x, y) \in \rho_{k}$ $\Longrightarrow(\bar{x}, \bar{y}) \in \bar{\rho}$.

Let us remark that if ( $y_{1}, y_{2}$ ) $\in H_{k}^{2}, y_{1} \neq y_{2}$, then $\forall t \in I$, $t \geq k$, we have $\varphi_{t}^{k}\left(y_{1}\right) \neq \varphi_{t}^{k}\left(y_{2}\right)$, that means $\bar{y}_{1} \neq \bar{y}_{2}$. Therefore, if $\forall x \in H_{k}$ we have $\left|\rho_{k}(x)\right| \geq 3$, then $\forall \bar{x} \in \bar{H},|\bar{\rho}(\bar{x})| \geq 3$, so, by Theorem $41,\langle\bar{H}, \odot>$ is a join space.
45. Remark. If $I$ has a maximum $M$ and $\varphi_{M}^{k}$ is injective, then $\forall t \in I, t \geq k$, we have $\varphi_{t}^{k}$ is injective.

Proof. We have $\varphi_{M}^{t} \circ \varphi_{t}^{k}=\varphi_{M}^{k}$ and since $\varphi_{M}^{k}$ is injective, it follows $\varphi_{t}^{k}$ is injective.

## Direct products

Let $\left\langle H_{1}, \otimes_{1}\right\rangle$ and $\left.<H_{2}, \otimes_{2}\right\rangle$ be two hyperstructures, where for all $i \in\{1,2\}, \forall(x, y) \in H_{i}^{2}$,

$$
x \otimes_{i} y=\overline{\rho_{i}}(\{x, y\})-\underline{\rho_{i}}(\{x, y\}) .
$$

Let $\rho_{1} \times \rho_{2}$ be the binary relation defined on $H=H_{1} \times H_{2}$ as follows:

$$
\left(\left(a_{1}, x_{1}\right),\left(a_{2}, x_{2}\right)\right) \in \rho_{1} \times \rho_{2} \Longleftrightarrow\left(a_{1}, a_{2}\right) \in \rho_{1} \text { and }\left(x_{1}, x_{2}\right) \in \rho_{2} .
$$

Let $\otimes$ be the hyperoperation defined on $H$ as follows:

$$
\forall(\alpha, \beta) \in H^{2}, \alpha \otimes \beta=\overline{\rho_{1} \times \rho_{2}}(\{\alpha, \beta\})-\underline{\rho_{1} \times \rho_{2}}(\{\alpha, \beta\}) .
$$

46. Proposition. If $\left\langle H_{1}, \otimes_{1}\right\rangle$ or $\left\langle H_{2}, \otimes_{2}\right\rangle$ is a join space, then $\langle H, \otimes>$ is a join space.

Proof. Let us suppoose $\left\langle H_{1}, \otimes_{1}\right\rangle$ is a join space. Then $\forall a_{1} \in H_{1}$, $\left|\rho_{1}\left(a_{1}\right)\right| \geq 3$. Let $\left\{a_{1}, a_{2}, a_{3}\right\} \subset \rho_{1}\left(a_{1}\right), a_{1} \neq a_{2} \neq a_{3} \neq a_{1}$. Then $\forall x_{1} \in H_{2}$, it follows that $\left(\left(a_{1}, x_{1}\right),\left(a_{1}, x_{1}\right)\right),\left(\left(a_{1}, x_{1}\right),\left(a_{2}, x_{1}\right)\right)$ and $\left(\left(a_{1}, x_{1}\right),\left(a_{3}, x_{1}\right)\right)$ are different elements of $\rho_{1} \times \rho_{2}$, whence $\forall\left(a_{1}, x_{1}\right) \in H,\left|\left(\rho_{1} \times \rho_{2}\right)\left(\left(a_{1}, x_{1}\right)\right)\right| \geq 3$, so $<H, \otimes>$ is a join space.
47. Proposition. If $\left\langle H_{1}, \otimes_{1}>\right.$ and $<H_{2}, \otimes_{2}>$ are partial hypergroupoids defined as in Theorem 37, such that

$$
\begin{aligned}
& \forall a_{1} \in H_{1}, \quad\left|\rho_{1}\left(a_{1}\right)\right|=2 \quad \text { and } \\
& \forall x_{1} \in H_{2}, \quad\left|\rho_{2}\left(x_{1}\right)\right|=2,
\end{aligned}
$$

then $\langle H, \otimes\rangle$ is a join space.
Proof. For every $a_{1} \in H_{1}$ and $x_{1} \in H_{2}$, set $\rho_{1}\left(a_{1}\right)=\left\{a_{1}, a_{2}\right\}$ and $\rho_{2}\left(x_{1}\right)=\left\{x_{1}, x_{2}\right\}$. So, $\left(\left(a_{1}, x_{1}\right),\left(a_{1}, x_{1}\right)\right),\left(\left(a_{1}, x_{1}\right),\left(a_{2}, x_{1}\right)\right)$, $\left(\left(a_{1}, x_{1}\right),\left(a_{2}, x_{2}\right)\right)$ are different elements of $\rho_{1} \times \rho_{2}$, that is $\forall\left(a_{1}, x_{1}\right) \in H$, $\left|\left(\rho_{1} \times \rho_{2}\right)\left(a_{1}, x_{1}\right)\right| \geq 3$, that means $\langle H, \otimes\rangle$ is a join space.
48. Remark. By the proof of the previous proposition, it follows that if $\langle H, \otimes\rangle$ is a join space and $\left(a_{1}, x_{1}\right)$ is whichever in $H$, we have:
(i) if $\left|\rho_{1}\left(a_{1}\right)\right|=1$ then $\left|\rho_{2}\left(x_{1}\right)\right| \geq 3$;
(i) if $\left|\rho_{2}\left(a_{1}\right)\right|=2$ then $\left|\rho_{2}\left(x_{1}\right)\right| \geq 2$;
(i) if $\left|\rho_{2}\left(a_{1}\right)\right|=3$ then $\left|\rho_{2}\left(x_{1}\right)\right|$ can be whichever nonzero natural number.
II) In the following, it is shown that the direct (inverse) limit of a direct (inverse) family of join spaces associated with rough sets is a join space associated with a rough set.

## II.1) Direct limit of a direct family of join spaces associated with rough sets

Let $\left\{\left\langle H_{i}, \rho_{i}\right\rangle\right\}_{i \in I}$ be a direct family of models, $H=\bigcup_{i \in I} H_{i}$ and let consider on $H$ the following equivalence relation (see [322]): $x \sim y$ if and only if the following implication is satisfied:

$$
(x, y) \in H_{i} \times H_{j} \Longrightarrow \exists k \in I ; k \geq i ; k \geq j, \text { such that } \varphi_{i k}(x)=\varphi_{j k}(y) .
$$

If $x_{i} \in H_{i}$ and $i \leq j$, we shall denote $\varphi_{i j}\left(x_{i}\right)$ by $x_{j}$ and by $\bar{H}$ the quotient set $H / \sim=\{\bar{x} \mid x \in H\}$.

We define on $\bar{H}$ the following binary relation (see [232]):

$$
\begin{align*}
& \forall(\bar{x}, \bar{y}) \in \bar{H}^{2}, \bar{x} \rho^{*} \bar{y} \text { if and only if } \exists i \in I  \tag{2}\\
& \exists x_{i} \in \bar{x} \cap H_{i}, \exists y_{i} \in \bar{y} \cap H_{i}, \text { such that } x_{i} \rho_{i} y_{i} .
\end{align*}
$$

49. Definition. $\left(\bar{H}, \rho^{*}\right)$ is called the direct limit of the direct family of models $\left\{H_{i}, \rho_{i}\right\}_{i \in I}$.
50. Proposition. If $\forall i \in I, \rho_{i}$ is an equivalence relation on $H_{i}$, then $\rho^{*}$ is an equivalence relation on $\bar{H}$.

Proof. The reflexivity and symmetry result directly by the definition of $\rho^{*}$. Let's suppose now $\bar{x} \rho^{*} \bar{y}$ and $\bar{y} \rho^{*} \bar{z}$. It follows there are $(i, j) \in I^{2}, x_{i} \in \bar{x} \cap H_{i}, y_{i} \in \bar{y} \cap H_{i}, y_{j} \in \bar{y} \cap H_{j}$ and $z_{j} \in \bar{z} \cap H_{j}$, such that $x_{i} \rho_{i} y_{i}$ and $y_{j} \rho_{j} z_{j}$. We have $y_{i} \sim y_{j}$, so there is $k \in I$, $k \geq i, k \geq j$, such that $\varphi_{i k}\left(y_{i}\right)=\varphi_{j k}\left(y_{j}\right)=y_{k}$. Since $\varphi_{i k}$ and $\varphi_{j k}$ are homomorphisms of models, it follows: $\varphi_{i k}\left(x_{i}\right) \rho_{k} \varphi_{i k}\left(y_{i}\right)$ and $\varphi_{j k}\left(y_{j}\right) \rho_{k} \varphi_{j k}\left(z_{j}\right)$, that is $x_{k} \rho_{k} y_{k}$ and $y_{k} \rho_{k} z_{k}$, whence $x_{k} \rho_{k} z_{k}$, so $\bar{x} \rho^{*} \bar{z}$. Therefore, $\rho^{*}$ is transitive, hence it is an equivalence relation.
51. Proposition. Let $\left\{<H_{i}, \rho_{i}>\right\}_{i \in I}$ be a direct family of models, where $\forall i \in I, \rho_{i}$ is an equivalence relation, such that $\forall x_{i} \in H_{i}$, $\left|\rho_{i}\left(x_{i}\right)\right| \geq 3$. For any $i \in I$, let us consider the hyperoperation " $\rho_{\rho_{i}}$ " defined on $H_{i}$ as in (*) (Theorem 41), that is:

$$
x_{i} \circ_{\rho_{i}} y_{i}=\overline{\rho_{i}}\left(\left\{x_{i}, y_{i}\right\}\right)-\underline{\rho_{i}}\left(\left\{x_{i}, y_{i}\right\}\right) .
$$

Then $\left\{<H_{i}, \circ_{\rho_{i}}>\right\}_{i \in I}$ is a direct family of join spaces.
Proof. It is sufficient to notice that if $(i, j) \in I^{2}, i \leq j$ and $\varphi_{i j}$ is a homomorphism of models, then $\varphi_{i j}$ is a homomorphism of join spaces. Indeed, $\forall i \in I, \forall\left(x_{i}, y_{i}\right) \in H_{i}^{2}$, we have

$$
x_{i} \circ_{\rho_{i}} y_{i}=\overline{\rho_{i}}\left(\left\{x_{i}, y_{i}\right\}\right)-\underline{\rho_{i}}\left(\left\{x_{i}, y_{i}\right\}\right)=\overline{\rho_{i}}\left(\left\{x_{i}, y_{i}\right\}\right)=\rho_{i}\left(x_{i}\right) \cup \rho_{i}\left(y_{i}\right)
$$

because $\rho_{i}$ is an equivalence relation and so, any equivalence class has at least three elements.

On the other hand, if $x_{i}^{\prime} \in \rho_{i}\left(x_{i}\right)$, then $\forall j \in I, i \leq j$,

$$
\varphi_{i j}\left(x_{i}^{\prime}\right)=x_{j}^{\prime} \in \rho_{j}\left(\varphi_{i j}\left(x_{i}\right)\right)=\rho_{j}\left(x_{j}\right)
$$

since $\varphi_{i j}$ is a homomorphism of models. Therefore,

$$
\varphi_{i j}\left(\rho_{i}\left(x_{i}\right)\right)=\varphi_{i j}\left(\left\{x_{i}^{\prime} \in H_{i} \mid x_{i}^{\prime} \rho_{i} x_{i}\right\}\right)=\left\{x_{j}^{\prime} \in H_{j} \mid x_{j}^{\prime} \rho_{j} x_{j}\right\}=\rho_{j}\left(x_{j}\right)
$$

whence

$$
\begin{gathered}
\varphi_{i j}\left(x_{i} \circ_{\rho_{i}} y_{i}\right)=\varphi_{i j}\left(\rho_{i}\left(x_{i}\right) \cup \rho_{i}\left(y_{i}\right)\right)=\varphi_{i j}\left(\rho_{i}\left(x_{i}\right)\right) \cup \varphi_{i j}\left(\rho_{i}\left(y_{i}\right)\right)= \\
\quad=\rho_{j}\left(x_{j}\right) \cup \rho_{j}\left(y_{j}\right)=x_{j} \circ_{\rho_{j}} y_{j}=\varphi_{i j}\left(x_{i}\right) \circ_{\rho_{j}} \varphi_{i j}\left(y_{i}\right)
\end{gathered}
$$

hence $\varphi_{i j}$ is a homomorphism of join spaces.
Let us consider on $\bar{H}$ the following hyperoperation (see [322]):

$$
\begin{aligned}
& \bar{x} * \bar{y}=\left\{\bar{z} \mid \exists i \in I, \exists x_{i} \in \bar{x} \cap H_{i}, \exists y_{i} \in \bar{y} \cap H_{i},\right. \\
& \left.\exists z_{i} \in \bar{z} \cap H_{i} \text {, such that } z_{i} \in x_{i} \circ_{\rho_{i}} y_{i}\right\} \text {. }
\end{aligned}
$$

52. Definition. $(\bar{H}, *)$ is called the direct limit of the direct family of join spaces $\left\{<H_{i}, \circ_{\rho_{i}}>\right\}_{i \in I}$.
53. Theorem. Let $\left\{<H_{i}, \rho_{i}>\right\}_{i \in I}$ be a direct family of models, where $\forall i \in I, \rho_{i}$ is an equivalence relation, such that $\forall x_{i} \in H_{i}$, $\left|\rho_{i}\left(x_{i}\right)\right| \geq 3$ and let $\left\{<H_{i}, \circ_{\rho_{i}}>\right\}_{i \in I}$ be the corresponding direct family of join spaces. Then the direct limit $(\bar{H}, *)$ of the previous direct family of join spaces is a join space, associated with the model ( $\bar{H}, \rho^{*}$ ), where $\rho^{*}$ is the equivalence relation defined by (2).

Proof. First, notice that $(\bar{H}, *)$ is a join space, being a direct limit of a direct family of join spaces (Prop. 1, [235]).

Let " $\circ_{\rho^{*}}$ " be the hyperoperation, associated with the equivalence relation $\rho^{*}$, defined as in $(*)$, Theorem 41 , on the set $\bar{H}$ :

$$
\bar{x} \circ_{\rho^{*}} \bar{y}=\overline{\rho^{*}}(\{\bar{x}, \bar{y}\})-\rho^{*}(\{\bar{x}, \bar{y}\})=\overline{\rho^{*}}(\{\bar{x}, \bar{y}\})=\rho^{*}(\bar{x}) \cup \rho^{*}(\bar{y})
$$

since $\rho^{*}$ is an equivalence relation and so, $\forall \bar{z} \in \bar{H},\left|\rho^{*}(\bar{z})\right| \geq 3$. On the other hand,

$$
\begin{array}{r}
\bar{x} * \bar{y}=\left\{\bar{z} \in \bar{H} \mid \exists i \in I, \exists x_{i} \in \bar{x} \cap H_{i}, \exists y_{i} \in \bar{y} \cap H_{i},\right. \\
\left.\exists z_{i} \in \bar{z} \cap H_{i}, \text { such that } z_{i} \in x_{i} \circ_{\rho_{i}} y_{i}\right\} .
\end{array}
$$

We have $x_{i} \circ_{\rho_{i}} y_{i}=\overline{\rho_{i}}\left(\left\{x_{i}, y_{i}\right\}\right)-\underline{\rho}_{i}\left(\left\{x_{i}, y_{i}\right\}\right)=\rho_{i}\left(x_{i}\right) \cup \rho_{i}\left(y_{i}\right)$, so since $z_{i} \in x_{i} \circ_{\rho_{i}} y_{i}$, one obtains $z_{i} \rho_{i} x_{i}$ or $z_{i} \rho_{i} y_{i}$, whence $\bar{z} \rho^{*} \bar{x}$ or $\bar{z} \rho^{*} \bar{y}$, that is $\bar{z} \in \rho^{*}(\bar{x}) \cup \rho^{*}(\bar{y})$.

Therefore, $\bar{x} * \bar{y}=\left\{\bar{z} \mid \bar{z} \in \rho^{*}(\bar{x}) \cup \rho^{*}(\bar{y})\right\}=\bar{x} \circ_{\rho^{*}} \bar{y}$, that means the join spaces $(\bar{H}, *)$ and ( $\bar{H}, \rho_{\rho^{*}}$ ) coincide.

## II.2) Direct products of join spaces associated with rough sets and inverse limit of an inverse family of join spaces associated with rough sets

Let $\left.\left\{<H_{i}, \rho_{i}\right\rangle\right\}_{i \in I}$ be a family of models, where $\forall i \in I, \rho_{i}$ is an equivalence relation.
54. Remark. The direct product $\rho=\prod_{i \in I} \rho_{i}$ of the family $\left\{\rho_{i}\right\}_{i \in I}$ is an equivalence relation on $H=\prod_{i \in I} H_{i}$. We recall that if $x=\left(x_{i}\right)_{i \in I}$ and $y=\left(y_{i}\right)_{i \in I}$ are in $H$, then xpy if and only if $\forall i \in I, x_{i} \rho_{i} y_{i}$.

Let us denote by" $\circ_{\rho}$ " and by " $\rho_{\rho_{i}}$ ", where $i \in I$, the hyperoperations induced by $\rho$, respectively, by $\rho_{i}$, defined as in (*), Theorem 41, on the set $H$, respectively on the set $H_{i}$.
55. Proposition. If $\left.\left\{<H_{i}, \mathrm{\circ}_{\rho_{i}}\right\rangle\right\}_{i \in I}$ is a family of partial hypergroupoids $\left(\forall i \in I, \rho_{i}\right.$ is an equivalence relation), such that at least one is a join space, then $\left\langle H, \mathrm{o}_{\rho}\right\rangle$ is a join space.

Proof. We shall verify that $\forall x=\left(x_{i}\right)_{i \in I} \in H,|\rho(x)| \geq 3$. We have $\rho(x)=\left\{y \in\left(y_{i}\right)_{i \in I} \in H \mid \forall i \in I, x_{i} \rho_{i} y_{i}\right\}$. Since $\exists i_{0} \in I$, such that $<H_{i_{0}}, \rho_{\rho_{i_{0}}}>$ is a join space, it follows that $\forall x_{i_{0}} \in H_{i_{0}},\left|\rho_{i_{0}}\left(x_{i_{0}}\right)\right| \geq 3$, whence $\forall x \in H,|\rho(x)| \geq 3$, therefore $\left\langle H, \mathrm{o}_{\rho}\right\rangle$ is a join space.
56. Proposition. If $\left\{\left\langle H_{i}, \circ_{\rho_{i}}\right\rangle\right\}_{i \in I}$ is a family of partial hypergroupoids $\left(\forall i \in I, \rho_{i}\right.$ is an equivalence relation), such that there are $i_{0}$ and $j_{0}$ in $I, i_{0} \neq j_{0}$, for which $\forall x_{i_{0}} \in H_{i_{0}},\left|\rho_{i_{0}}\left(x_{i_{0}}\right)\right| \geq 2$ and $\forall x_{j_{0}} \in H_{j_{0}},\left|\rho_{j_{0}}\left(x_{j_{0}}\right)\right| \geq 2$, then $<H, \circ_{\rho}>$ is a join space.

Proof. By hypothesis, for any $x=\left(x_{i}\right)_{i \in I}$, we have

$$
|\rho(x)| \geq\left|\rho_{i_{0}}\left(x_{i_{0}}\right)\right| \cdot\left|\rho_{j_{0}}\left(x_{j_{0}}\right)\right| \geq 4,
$$

so $<H, \mathrm{o}_{\rho}>$ is a join space.
57. Proposition. Let $\left.\left\{<H_{i}, \mathrm{o}_{\rho_{i}}\right\rangle\right\}_{i \in I}$ be a family of join spaces ( $\forall i \in I, \rho_{i}$ is an equivalence relation, such that $\forall x_{i} \in H,\left|\rho_{i}\left(x_{i}\right)\right| \geq 3$ ) and let $<H, \otimes>$ be the direct product of this family, that is $\forall x=\left(x_{i}\right)_{i \in I} \in H, \forall y=\left(y_{i}\right)_{i \in I} \in H$ we have $x \otimes y=\left(x_{i} \circ_{\rho_{i}} y_{i}\right)_{i \in I}$. Then the join space $<H, \otimes>$ is an enlargement of the join space $\left\langle H, \mathrm{o}_{\rho}\right\rangle$.

Proof. For any $x=\left(x_{i}\right)_{i \in I}$ and $y=\left(y_{i}\right)_{i \in I}$ elements of $H$, we have:

$$
x \otimes y=\left(x_{i} \circ_{\rho_{i}} y_{i}\right)_{i \in I}=\left(\rho_{i}\left(x_{i}\right) \cup \rho_{i}\left(y_{i}\right)\right)_{i \in I} .
$$

On the other hand,

$$
\begin{gathered}
x \circ_{\rho} y=\rho(x) \cup \rho(y)=\left\{z \in H \mid \forall i \in I, z_{i} \in \rho_{i}\left(x_{i}\right)\right\} \cup \\
\cup\left\{z \in H \mid \forall i \in I, z_{i} \in \rho_{i}\left(y_{i}\right)\right\} \subseteq\left(\rho_{i}\left(x_{i}\right) \cup \rho_{i}\left(y_{i}\right)\right)_{i \in I}=x \otimes y,
\end{gathered}
$$

that means that the join space $\langle H, \otimes\rangle$ is an enlargement of the join space $\left\langle H\right.$, $\left.\mathrm{o}_{\rho}\right\rangle$.

Let us study now the inverse limit of an inverse family of join spaces associated with rough sets.
58. Proposition. Let $\left.\left\{<H_{i}, \rho_{i}\right\rangle\right\}_{i \in I}$ be an inverse family of models, where $\forall i \in I, \rho_{i}$ is an equivalence relation, such that $\forall x_{i} \in H_{i}$, $\left|\rho_{i}\left(x_{i}\right)\right| \geq 3$. Then the family $\left\{<H, o_{\rho_{i}}>\right\}_{i \in I}$ of join spaces, where " ${ }_{\rho_{i}}$ " is defined as in (*), Theorem 41, on $H_{i}$, is an inverse family of join spaces.

Proof. The proof is similar to that one for direct families.

Let $\left\{<H_{i}, o_{\rho_{i}}>\right\}_{i \in I}$ be an inverse family of join spaces, where $\forall i \in I$, the hyperoperation " $\circ_{\rho_{i}}$ " is defined on $H_{i}$, as in (*), Theorem 41.

We consider the following subset of the direct product $H=\prod_{i \in I} H_{i}:$

$$
\widetilde{H}=\left\{p \in H \mid f_{i j}\left(p_{i}\right)=p_{j}, \forall i \geq j\right\}, \text { where } p=\left(p_{i}\right)_{i \in I} .
$$

If $\widetilde{H} \neq \emptyset$, we define on $\widetilde{H}$ the hyperoperation:

$$
\begin{equation*}
\widetilde{x} \circ \widetilde{y}=\widetilde{x} \otimes \widetilde{y} \cap \widetilde{H} . \tag{3}
\end{equation*}
$$

59. Remark. If I has a maximum, then $\widetilde{H} \neq \emptyset$ (see [235]).
60. Definition. Let $\left.\left\{<H_{i}, o_{i}\right\rangle\right\}_{i \in I}$ be an inverse family of join spaces and let $<H=\prod_{i \in I} H_{i}, \otimes>$ be the direct product of this family. Suppose $\widetilde{H} \neq \emptyset$. Then $\langle\widetilde{H}, \circ\rangle$ is called the inverse limit of this inverse family of join spaces, where " 0 " is defined on $\widetilde{H}$, as in (3).
61. Theorem. Let $\left\{\left\langle H_{i}, \circ_{\rho_{i}}\right\rangle\right\}_{i \in I}$ be a family of join spaces ( $\forall i \in I, \rho_{i}$ is an equivalence relation, and let's suppose that $\forall x_{i} \in H_{i}$, $\left|\rho_{i}\left(x_{i}\right)\right| \geq 3$ ), such that $(I, \leq)$ has a maximum s. Let $\langle H, \otimes\rangle$ be the direct product of this family. Then the hyperoperations " $\otimes$ " and " $\circ_{\rho}$ "coincide, where $\rho=\prod_{i \in I} \rho_{i}$.

Proof. Let $x$ and $y$ be two arbitrary elements of $H$ and let $z \in x \otimes y$. It follows that $\forall i \in I$, we have $z_{i} \in x_{i} \circ_{\rho_{i}} y_{i}=\rho_{i}\left(x_{i}\right) \cup \rho_{i}\left(y_{i}\right)$; particularly, $z_{s} \in \rho_{s}\left(x_{s}\right) \cup \rho_{s}\left(y_{s}\right)$. Suppose $z_{s} \in \rho_{s}\left(x_{s}\right)$, that is $z_{s} \rho_{s} x_{s}$; hence, $\forall i \in I, f_{s i}\left(z_{s}\right)=z_{i} \rho_{i} f_{s i}\left(x_{s}\right)=x_{i}$, whence $z \in \rho(x)$. It results $z \in \rho(x) \cup \rho(y)=x \circ_{\rho} y$, so, $x \otimes y \subset x \circ_{\rho} y$ and since $x \circ_{\rho} y \subset x \otimes y$, one obtains that the hyperoperations " $\mathrm{o}_{\rho}$ " and " $\otimes$ " coincide.
62. Theorem. Let $\left.\left\{<H_{i}, \rho_{i}\right\rangle\right\}_{i \in I}$ be an inverse family of models, where $\forall i \in I, \rho_{i}$ is an equivalence relation, such that $\forall x_{i} \in H_{i}$, $\left|\rho_{i}\left(x_{i}\right)\right| \geq 3$ and let $\left\{<H_{i}, \circ_{\rho_{i}}>\right\}_{i \in I}$ be the associated inverse family of join spaces.

If I has a maximum $s$, then the inverse limit of the inverse family of join spaces is a join space associated with a rough set.
Proof. Let ( $\widetilde{H}, \circ$ ) be the inverse limit of the inverse family of join spaces.

Let $\rho=\prod_{i \in I} \rho_{i}$ and $\tilde{\rho}=\rho \cap \widetilde{H} \times \widetilde{H}$. The relation $\tilde{\rho}$ is an equivalence relation on $\widetilde{H}$. We shall verify that the hyperoperations "o" and " ${ }_{\rho}^{\sim}$ " coincide.

Let $\widetilde{x}$ and $\widetilde{y}$ be two arbitrary elements of $\widetilde{H}$. We have $\tilde{x} \circ_{\rho} \tilde{y}=$ $=\rho(\widetilde{x}) \cup \rho(\widetilde{y})$, because $<H, \mathrm{o}_{\rho}>$ is a join space, so $\forall z \in H$, $|\rho(z)| \geq 3$. So,

$$
\begin{gathered}
\widetilde{x} \circ \widetilde{y}=\widetilde{x} \otimes \widetilde{y} \cap \widetilde{H}=\widetilde{x} \circ_{\rho} \widetilde{y} \cap \widetilde{H}= \\
=(\rho(\widetilde{x}) \cap \widetilde{H}) \cup(\rho(\widetilde{y}) \cap \widetilde{H})=\widetilde{\rho}(\widetilde{x}) \cup \tilde{\rho}(\widetilde{y}) .
\end{gathered}
$$

On the other hand, $\forall \widetilde{u} \in \widetilde{H}, \tilde{\rho}(\widetilde{u})=\{\widetilde{v} \in \widetilde{H} \mid \widetilde{v} \widetilde{\rho} \widetilde{u}\}=\{\widetilde{v} \in \widetilde{H} \mid$ $\left.\forall i \in I, v_{i} \rho_{i} u_{i}\right\}$, where $\widetilde{v}=\left(v_{i}\right)_{i \in I}$ and $\tilde{u}=\left(u_{i}\right)_{i \in I}$. So, $\widetilde{v} \in \widetilde{\rho}(\widetilde{u})$ implies $v_{s} \rho_{s} u_{s}$. Conversely, if $v_{s} \rho_{s} u_{s}$, then $\forall i \in I, f_{s i}\left(v_{s}\right) \rho_{i} f_{s i}\left(u_{s}\right)$ (because $\widetilde{u}$ and $\widetilde{v}$ are in $\widetilde{H}$ and $\forall i \in I, s \geq i$ ), that means $\forall i \in I$, $v_{i} \rho_{i} u_{i}$, whence $\tilde{v} \in \widetilde{\rho}(\widetilde{u})$.

Therefore, $\widetilde{v} \in \widetilde{\rho}(\widetilde{u})$ if and only if $v_{s} \in \rho_{s}\left(u_{s}\right)$. Since $\forall u_{s} \in H_{s}$, $\left|\rho_{s}\left(u_{s}\right)\right| \geq 3$, it follows that $\forall \widetilde{u} \in \widetilde{H},|\widetilde{\rho}(\widetilde{u})| \geq 3$, because for every $v_{s} \in \rho_{s}\left(u_{s}\right)$, there exists $\widetilde{v}=\left(f_{s i}\left(v_{s}\right)\right)_{i \in I} \in \widetilde{\rho}(\widetilde{u})$ and this correspondence is injective. Hence, $\widetilde{x} \circ \tilde{\rho} \tilde{y}=\widetilde{\rho}(\widetilde{x}) \cup \tilde{\rho}(\widetilde{y})=\widetilde{x} \circ \tilde{y}$, therefore the join spaces $<\widetilde{H}, \circ>$ and $<\widetilde{H}, \circ_{\tilde{\rho}}>$ coincide.

## §5. Hyperstructures and Factor Spaces

Another application of hyperstructures, again in the setting of Fuzzy Set Theory and in particular of Decision Making is that one to Factor Spaces.

Factor Space Theory was introduced in 1981 by Pei-Zuang Wang. Hong Xing Li and Vincent C. Yen have applied Factor Spaces to Fuzzy Decision Making. Every Factor Space can be considered a generalization of the physical coordinate space.

We have a universe $U$ of objects, where $|U|<\chi_{0}$, for instance the universe of living beings, a set of concepts (as the concepts of being either a man, or a mammalian or an insect or a plant etc.) and a set of factors, that is a set of functions $f: U \rightarrow X(f)$ from the universe $U$ to $X(f)$, the set of states of $f$, for instance the height which sets in correspondence with every object $u$ the size of the height of $u$ (when the height is definable for $u$, otherwise $f(u)=\theta$, where $\theta$ is the empty state). So, every object $u$ of the universe can be represented by the $\{f(u)\}_{f \in F}$-ple, where its coordinates are the elements $f(u) \in X(f)$, for every factor $f \in F$.

A description frame is just a triple $(U, C, F)$, where $C$ is the set of concepts. Now, let us suppose that a concept $\alpha \in C$ has as extension, not simply a crisp set (that is a subset of $U$ ), but a fuzzy subset $\widetilde{A}$.

If $(U, C, F)$ is given and $f \in F$ is a factor, a hypergroupoid $<U, \hat{\circ}\rangle$ can be associated as follows:

$$
x \hat{o} y=\{a \mid \widetilde{A}(a) \in[\underset{f(z)=f(x)}{ } \widetilde{A}(z), \underset{f(v)=f(y)}{\bigvee} \widetilde{A}(v)]\} .
$$

Let "o" be the following hyperoperation defined on $U$ :

$$
x \circ y=\{\lambda \mid \widetilde{A}(\lambda) \in[\widetilde{A}(x), \widetilde{A}(y)\} .
$$

The following results have been obtained by P. Corsini.
63. Theorem. $\langle U ; \hat{o}\rangle$ is a semi-hypergroup.

Proof. Since $U$ is finite, there is $x_{0} \in U$ such that $\underset{f(z)=f(x)}{ } \widetilde{A}(z)=$ $=\widetilde{A}\left(x_{0}\right)$, and there is $y_{0} \in U$ such that $\quad \bigvee \quad \widetilde{A}(v)=\widetilde{A}\left(y_{0}\right)$. So $f(v)=f(y)$ we have $x$ ô $y=x_{0} \circ y_{0}$.

If $t \in U$ and $\underset{f(u)=f(t)}{ } \widetilde{A}(u)=\widetilde{A}\left(t_{0}\right)$, we have clearly

$$
(x \circ \hat{\circ} y) \hat{\circ} t=\left(x_{0} \circ y_{0}\right) \circ t_{0}=x_{0} \circ\left(y_{0} \circ t_{0}\right)=x \hat{\circ}(y \hat{\circ} t),
$$

whence $<U ; \hat{\circ}>$ is a semi-hypergroup.
Since $U$ is finite, there is $p \in U$ such that

$$
\widetilde{A}(p)=\min \{\widetilde{A}(z) \mid z \in U\}
$$

64. Theorem. Let us suppose $f^{-1} f(p) \subset \widetilde{A}^{-1}(\widetilde{A}(p))$. Then $<U$;ô> is a hypergroup.

Proof. It is enough, by Theorem 63 , to prove that $<U ; \hat{o}>$ is a quasi-hypergroup.

Let us prove, first, that for every $a, b \in U$, if $\widetilde{A}(a) \geq \bigvee \widetilde{A}(z)$, then $x$ exists such that $a \in b \hat{o} x$.

It is enough to set $x=a$. Indeed, we have

$$
\bigvee_{f(z)=f(b)} \widetilde{A}(z) \leq \widetilde{A}(a) \leq \bigvee_{f(v)=f(a)} \widetilde{A}(v)
$$

whence

$$
\widetilde{A}(a) \in\left[\bigvee_{f(z)=f(b)} \tilde{A}(z), \bigvee_{f(v)=f(x)} \widetilde{A}(v)\right]
$$

therefore $a \in b \hat{\circ} a=b \hat{\circ} x$.
Let us suppose now $\widetilde{A}(a) \leq \bigvee_{f(z)=f(b)} \widetilde{A}(z)$.
Set $y=p$. Hence

$$
\bigvee_{f(v)=f(p)} \widetilde{A}(v)=\bigvee_{v \in f^{-1} f(p)} \widetilde{A}(v) \leq \bigvee_{v \in \widetilde{A}^{-1} \widetilde{A}(p)} \widetilde{A}(v)=\widetilde{A}(p)
$$

therefore

$$
\bigvee_{f(v)=f(y)} \widetilde{A}(v)=\widetilde{A}(p) \leq \widetilde{A}(a) \leq \bigvee_{f(z)=f(b)} \widetilde{A}(z)
$$

so it follows $a \in y$ ô $b=p \hat{o} b$.
65. Corollary. With every factor $f \in F$ endowed with an extension satisfying the condition

$$
f^{-1} f(p) \subset \widetilde{A}^{-1} \tilde{A}(p)
$$

a join space $<U$;ô $>$ is associated.
Proof. It follows straight off, from Theorem 64 and from Theorem 4 [70].
66. Theorem. Let $<U$;ô $>$ be a hypergroup. If $x \in p / U$ (see Definition $156[437]$ ), we have $f^{-1}(f(x)) \subset \widetilde{A}^{-1} \widetilde{A}(p)$ whence $\left.f^{-1}(f(p)) \subset \widetilde{A}^{-1}(\tilde{( } p)\right)$.

Proof. $\forall(a, b) \in U^{2}, x$ exists such that $a \in x \hat{\circ} b$. If $\widetilde{A}(a) \leq$ $\leq \bigvee_{f(v)=f(b)} \widetilde{A}(v)$, we have

$$
\bigvee_{f(z)=f(x)} \tilde{A}(z) \leq \tilde{A}(a) \leq \bigvee_{f(v)=f(b)} \widetilde{A}(v)
$$

So, if we set $a=p$, it follows

$$
\widetilde{A}(p) \leq \bigvee_{f(z)=f(x)} \widetilde{A}(z) \leq \widetilde{A}(p)
$$

whence $\forall z \in f^{-1}(f(x))$ we have $\widetilde{A}(z)=\widetilde{A}(p)$, therefore

$$
f^{-1}(f(x)) \subset \tilde{A}^{-1}(\widetilde{A}(p))
$$

Since $q \in U$ exists such that $p \in p \hat{o} q$, one obtains

$$
f^{-1} f(p) \subset \tilde{A}^{-1}(\tilde{A}(p))
$$

65. Corollary. $\langle U ; \hat{o}>$ is a join space if and only if

$$
f^{-1}(f(p)) \subset \widetilde{A}^{-1}(\widetilde{A}(p))
$$

Proof. It follows straight off, from Theorem 66 and Corollary $65 .$.

## §6. Hypergroups induced by a fuzzy subset. Fuzzy hypergroups

R. Ameri and M.M. Zahedi have considered an interesting hyperstructure ( $G, \circ_{\mu}$ ), associated with a fuzzy subset $\mu$. Notice that $\mu$ is a fuzzy subset on a group $(G, \cdot)$. They have proved that if $\mu$ is subnormal, then the hyperstructure ( $G, \circ_{\mu}$ ) is a hypergroup and under suitable conditions, it is a join space.

We mention here some of their results.
68. Definition. Let $(G, \cdot)$ be a group and $\mu$ a fuzzy subset on $G$. We say that $\mu$ is a fuzzy subgroup on $G$ if and only if :

1) $\forall(x, y) \in G^{2}, \mu(x y) \geq \min (\mu(x), \mu(y))$;
2) $\forall x \in G, \mu\left(x^{-1}\right)=\mu(x)$.

Let $X \neq \emptyset$. Denote by $F S(X)$ the set of all nonzero fuzzy subsets on $X$. From now on, we shall denote by $e$ the identity of the group $G$.

The concept of fuzzy subgroup was introduced by Rosenfeld [328]. Notice that if $\mu \in F S(G)$, then $\mu$ is a fuzzy subgroup of $G$ if and only if any nonempty set $\mu_{t}=\{x \mid \mu(x) \geq t\}$ is a subgroup of $G$, where $t \in[0,1]$.
69. Definition. Let $\mu \in F S(G)$. We say that $\mu$ is

1) symmetric if $\forall x \in G$, we have $\mu(x)=\mu\left(x^{-1}\right)$;
2) invariant if $\forall(x, y) \in G^{2}$, we have $\mu(x y)=\mu(y x)$;
3) subnormal if it is both symmetric and invariant.
70. Definition. Let $\mu \in F S(G)$ and $x \in G$. The left fuzzy coset $x \mu \in F S(G)$ of $\mu$ is defined by:

$$
\forall g \in G,(x \mu)(g)=\mu\left(x^{-1} g\right) .
$$

Similarly, the right fuzzy coset $\mu x \in F S(G)$ of $\mu$ is defined by:

$$
\forall g \in G,(\mu x)(g)=\mu\left(g x^{-1}\right)
$$

71. Definition. Let $(H, \circ)$ be a hypergroup and $\mu$ a fuzzy subset on $H$.

We say that $\mu$ is a fuzzy subhypergroup on $G$ if the following conditions hold:

1) $\forall(x, y) \in H^{2}, \inf _{z \in x \circ y} \mu(z) \geq \inf \{\mu(x), \mu(y)\}$;
2) $\forall(x, a) \in H^{2}, \exists(y, z) \in H^{2}$, such that $x \in a \circ y \cap z \circ a$ and $\inf \{\mu(y), \mu(z)\} \geq \inf \{\mu(a), \mu(x)\}$.

The following result can be easily proved:
72. Proposition. Let $\mu \in F S(G)$ and $(x, y, z) \in G^{3}$. Then we have:

1) $x \mu=y \mu \Longleftrightarrow z x \mu=z y \mu$;
2) $x \mu=y \mu \Longleftrightarrow x z \mu=y z \mu$, if $\mu$ is subnormal.

Let us make the following notations: if $\mu \in F S(G)$ and $(a, b) \in G^{2}$, then we denote ${ }^{a} \mu=\{x \in G \mid x \mu=a \mu\}, \mu^{a}=\{x \in G \mid \mu x=\mu a\}$, $a \mu^{e}=\left\{a x \mid x \in \mu^{e}\right\}$ and $\mu^{a} \mu^{b}=\left\{x y \mid x \in \mu^{a}, y \in \mu^{b}\right\}$. If $\mu$ is invariant, then $\forall a \in G$, we have ${ }^{a} \mu=\mu^{a}$.

Another result which can be easily proved is the following one:
73. Proposition. Let $\mu \in F S(G)$ be subnormal. Then:

1) $\forall(x, y) \in G^{2}$, we have $x \mu=y \mu \Longleftrightarrow x y^{-1} \in \mu^{e}$;
2) $\mu^{e}$ is a normal subgroup of $G$;
3) $\forall a \in G, \mu^{a}=a \mu^{e}$;
4) $\forall(a, b) \in G^{2}, \mu^{a} \mu^{b}=\mu^{a b}$.

Now, let us consider on $G$ the following hyperoperation:

$$
\circ_{\mu}: G \times G \rightarrow \mathcal{P}^{*}(G), \circ_{\mu}((a, b))=\mu^{a} \mu^{b}
$$

So, " $\circ_{\mu}$ " is the hyperoperation induced by $\mu$.
74. Theorem. Let $\mu \in F S(G)$.

1) Then $\left(G, \circ_{\mu}\right)$ is a quasi-hypergroup.
2) If $\mu$ is subnormal, then $\left(G, \circ_{\mu}\right)$ is a hypergroup.

Proof. 1) We shall verify that $\forall a \in G, a \circ_{\mu} G=G=G \circ_{\mu} a$. Let $b \in G$. We have $b \in a \circ_{\mu}\left(a^{-1} b\right) \cap\left(b a^{-1}\right) \circ_{\mu} a$. Hence, $\left(G, \circ_{\mu}\right)$ is a quasi-hypergroup.
2) Let us check the associativity. Let $(a, b, c) \in G^{3}$. Since $\mu$ is subnormal, we have

$$
\left(a \circ_{\mu} b\right) \circ_{\mu} c=\bigcup_{x \in \mu^{a} \mu^{b}} \mu^{x} \mu^{c}=\bigcup_{x \in \mu^{a b}} \mu^{x c}=\mu^{(a b) c}
$$

We have used that $x \in \mu^{a b}$ implies $\mu x=\mu a b$.
Similarly, we obtain $a \circ_{\mu}\left(b \circ_{\mu} c\right)=\mu^{a(b c)}$.
Therefore, $\left(a \circ_{\mu} b\right) \circ_{\mu} c=a \circ_{\mu}\left(b \circ_{\mu} c\right)$.
75. Proposition. Let $\mu \in F S(G)$ be subnormal. Then $\left(G, \circ_{\mu}\right)$ is a commutative hypergroup if and only if $[G, G]$, the commutator subgroup of $G$, is included in $\mu^{e}$.

Proof. Let $(a, b) \in G^{2}$. We have $a \circ_{\mu} b=b \circ_{\mu} a \Longleftrightarrow \mu^{a b}=\mu^{b a} \Longleftrightarrow$ $a b \mu=b a \mu \Longleftrightarrow a b a^{-1} b^{-1} \in \mu^{e}$, therefore $\left(G, \circ_{\mu}\right)$ is commutative if and only if $[G, G] \subseteq \mu^{e}$.
76. Theorem. Let $\mu \in F S(G)$ be subnormal. Then $\left(G, \circ_{\mu}\right)$ is a quasi-canonical hypergroup.

Moreover, there exists a good homomorphism from $(G, \cdot)$ to ( $G, \circ_{\mu}$ ).

Proof. Let $x \in G$. We have $x \in \mu^{x}=\mu^{e x}=\mu^{e} \mu^{x}=e \circ_{\mu} x$ and, similarly, we have $x \in \mu^{x}=\mu^{x e}=x \circ_{\mu} e$.

Moreover, $e \in x \circ_{\mu} x^{-1} \cap x^{-1} \circ_{\mu} x$. Now, let $z \in x \circ_{\mu} y=\mu^{x y}$. It follows $\mu z=\mu x y$ whence $\mu x=\mu z y^{-1}$, that is $x \in z \circ_{\mu} y^{-1}$. On the other hand, $\mu y=\mu x^{-1} z$ implies that $y \in x^{-1} \circ_{\mu} z$. Therefore, ( $G, \mathrm{o}_{\mu}$ ) is a quasi-canonical hypergroup.

Let $\varphi: G \longrightarrow \mathcal{P}^{*}(G), f(a)=\mu^{a}$. We have

$$
f(a b)=\mu^{a b}=\bigcup_{x y \in \mu^{a b}} \mu^{x y}=\bigcup_{x \in \mu^{a}, y \in \mu^{b}} x \circ_{\mu} y=\mu^{a} \circ_{\mu} \mu^{b}=f(a) \circ_{\mu} f(b)
$$

Hence, $f$ is a good homomorphism.
77. Theorem. Let $\mu \in F S(G)$ be subnormal. Then $\left(G, \circ_{\mu}\right)$ is a join space if and only if $[G, G] \subseteq \mu^{e}$.

Proof. $\Longleftarrow "$ Let $(a, b, c, d) \in G^{4}$. We have to verify only the implication:

$$
a / b \cap c / d \neq \emptyset \Longrightarrow a \circ_{\mu} d \cap b \circ_{\mu} c \neq \emptyset
$$

If $x \in a / b \cap c / d$, then $a \in x \circ_{\mu} b$ and $c \in x \circ_{\mu} d$, whence $\mu a=\mu x b$ and $\mu c=\mu x d$. It results $\mu a d=\mu x b d$ and $\mu b c=\mu b x d$. Therefore, we have the equivalence relations: $a \circ_{\mu} d \cap b \circ_{\mu} c \neq \emptyset \Longleftrightarrow \mu a d=$ $\mu b c \Longleftrightarrow \mu x b d=\mu b x d \Longleftrightarrow(x b d)(b x d)^{-1} \in \mu^{e} \Longleftrightarrow x b x^{-1} b^{-1} \in \mu^{e}$. So, if $[G, G] \subset \mu^{e}$, then $a \circ_{\mu} d \cap b \circ_{\mu} c \neq \emptyset$. Therefore, $\left(G, \circ_{\mu}\right)$ is a join space.
$" \Longrightarrow "$ Conversely, if $\left(G, o_{\mu}\right)$ is a join space, then according to the previous calculations, $\forall(x, b) \in G^{2}$, we have $x b x^{-1} b^{-1} \in \mu^{e}$, whence $[G, G] \subseteq \mu^{e}$.

In the following, we mention here some results on fuzzy hypergroups, obtained by P. Corsini and I. Tofan.

Let $M$ be a nonempty set. An application

$$
\begin{gathered}
\text { व: } M \times M \longrightarrow \mathcal{P}(M)^{*}=\mathcal{P}(M)-\{\emptyset\}= \\
=\{0,1\}^{M}-\{0: M \longrightarrow\{0,1\} \mid \forall x \in M, 0(x)=0\},
\end{gathered}
$$

is called hyperoperation on $M$.

## 78. Definition. An application

- $: M \times M \rightarrow \mathcal{F}^{*}(M)=[0,1]^{M} \backslash\{0: M \rightarrow[0,1] \mid \forall x \in M, 0(x)=0\}$
is called $f$-hyperoperation (fuzzy hyperoperation) on $M$.
For any $(a, b) \in M^{2}, H \subseteq M, H \neq \emptyset$ and $\varepsilon \in(0,1]$, we denote:

$$
\begin{aligned}
& a \oplus b=\{x \in M \mid(a \bullet b)(x) \neq 0\} \\
& a \oplus H=\bigcup_{h \in H} a \oplus h, H \oplus a=\bigcup_{h \in H} h \oplus a \\
& a \otimes b=\{x \in M \mid(a \bullet b)(x)=1\} \\
& a \otimes H=\bigcup_{h \in H} a \otimes h, H \otimes a=\bigcup_{h \in H} h \otimes a \\
& a \bullet_{\varepsilon} b=\{x \in M \mid(a \bullet b)(x) \geq \varepsilon\} \\
& a \bullet_{\varepsilon} H=\bigcup_{h \in H} a \bullet_{\varepsilon} h, H \bullet_{\varepsilon} a=\bigcup_{h \in H} h \bullet_{\varepsilon} a .
\end{aligned}
$$

The following situations are possible:
R1) $\forall a \in M, a \bullet M=\chi_{M}=M \bullet a$, where $\chi_{M}: M \longrightarrow[0,1]$ and $\forall x \in M, \chi_{M}(x)=1$;

R2) $\forall a \in M, a \oplus M=M=M \oplus a$;
R3) $\forall a \in M, a \otimes M=M=M \otimes a$;
R4) $\forall \varepsilon \in(0,1], \forall a \in M, a \bullet_{\varepsilon} M=M=M \bullet_{\varepsilon} a$.
79. Definition. A nonempty set $M$, on which is defined a $f$ hyperoperation $\bullet: M \times M \longrightarrow \mathcal{F}^{*}(M)$ which satisfy the associativity law and the reproductibility $R_{i}$ is called a $f_{i}$-hypergroup (for $i \in\{1,2,3,4\}$ ).
80. Proposition. Let $(M, \square)$ be a hypergroup. If one defines

$$
\bullet: M \times M \longrightarrow \mathcal{F}^{*}(M)
$$

by $a \bullet b: M \longrightarrow[0,1]:$ if $x \in a \square b,(a \bullet b)(x)=1$, if $x \notin a \square b$, $(a \bullet b)(x)=0$, then one obtains a $f_{i}$-hypergroup $(i \in\{1,2,3,4\})$.

Proof. For any $(a, b, c) \in M^{3}$, we have

$$
[(a \bullet b) \bullet c](x)=\sup _{(a \bullet b)(h) \neq 0}\{(h \bullet c)(x)\}=\sup _{h \in a \square b}\{(h \bullet c)(x)\}
$$

so if $x \in(a \square b) \square c,[(a \bullet b) \bullet c](x)=1$, if $x \notin(a \square b) \square c,[(a \bullet b) \bullet c](x)=0$. Similarly, one obtains: if $x \in a \square(b \square c),[a \bullet(b \bullet c)](x)=1$, if $x \notin a \square(b \square c),[a \bullet(b \bullet c)](x)=0$.

Therefore, the associativity of " $\bullet$ " holds.
Moreover, we have:
$a \otimes M=\bigcup_{m \in M} a \otimes m=\bigcup_{m \in M}\{x \mid(a \bullet m)(x)=1\}=\bigcup_{m \in M} a \square m=M$.
In a similar way, one proves: $M=M \otimes a$, then $<M, \bullet>$ is a $f_{3}-$ hypergroup. Similarly, we can verify the statement for the other hyperoperations.
81. Proposition. If $<M, \bullet>$ is a $f_{i}$-hypergroup (for an $i \in$ $\in\{1,2,3,4\}$ ), then $<M, \oplus>$ is a hypergroup.

Proof. It is enough to prove the associativity of " $\oplus$ ".
For any $(a, b, c) \in M^{3}$, we have:

$$
\begin{gathered}
(a \oplus b) \oplus c=\bigcup_{t \in a \oplus b} t \oplus c=\bigcup_{(a \bullet b)(t) \neq 0}\{x \mid(t \bullet c)(x) \neq 0\}= \\
=\left\{x \mid \sup _{(a \bullet b)(t) \neq 0}\{(t \bullet c)(x) \neq 0\}\right\}=\{x \mid[(a \bullet b) \bullet c](x) \neq 0\}= \\
=\{x \mid[a \bullet(b \bullet c)](x) \neq 0\}=a \oplus(b \oplus c) .
\end{gathered}
$$

## §7. Fuzzy subhypermodules over fuzzy hyperrings

Let $R$ be a commutative hyperring with identity, $M$ an $R$-hypermodule and $L$ a completely distributive lattice.

If $X$ is a nonempty set, then we denote by $F(X)$ the set of all fuzzy subsets of $X$, that is $F(X)=\{\mu \mid \mu: X \longrightarrow L$ is a function $\}$.

We present here some results, about fuzzy subhypermodules over fuzzy hyperrings, obtained by M.M. Zahedi and R. Ameri.
82. Definition. Let $\mu \in F(R)$. We say that $\mu$ is a fuzzy subhyperring of $R$ if the following conditions hold:
(i) $\forall(x, y) \in R^{2}, \forall z \in x+y, \mu(z) \geq \mu(x) \wedge \mu(y)$;
(ii) $\forall x \in R, \mu(-x) \geq \mu(x)$;
(iii) $\forall(x, y) \in R^{2}, \mu(x y) \geq \mu(x) \wedge \mu(y)$.

We denote by $F R(R)$ the set of all fuzzy hyperrings of $R$.
83. Theorem. Let $\mu \in F(R)$. then $\mu$ is a fuzzy hyperring if and only if any nonempty level subset $\mu_{\alpha}=\{x \in R \mid \mu(x) \geq \alpha\}$ is a subhyperring of $R$, where $\alpha \in L$.

Proof. Let $\mu \in F R(R)$ and $\mu_{\alpha}$ be nonempty. Let $x, y$ be in $\mu_{\alpha}$ and $z \in x-y$. Since $\mu(z) \geq \mu(x) \wedge \mu(y) \geq \alpha$, it results $z \in \mu_{\alpha}$, whence $x-y \subseteq \mu_{\alpha}$.

Similarly, from $\mu(x y) \geq \mu(x) \wedge \mu(y) \geq \alpha$, it follows $x y \in \mu_{\alpha}$. Therefore, $\mu_{\alpha}$ is a subhyperring of $R$.

Conversely, let us suppose that any nonempty $\mu_{\alpha}$ is a subhyperring. For $(x, y) \in R^{2}$ and $z \in x+y$, set $\alpha=\mu(x) \wedge \mu(y)$. Then $x+z \subseteq \mu_{\alpha}$. Hence, $\forall z \in x+y, \mu(z) \geq \mu(x) \wedge \mu(y)$.

Similarly, we obtain $\mu(x y) \geq \mu(x) \wedge \mu(y)$. For $x \in R$, set $\alpha=\mu(x)$. Then $x \in \mu_{\alpha}$, so $-x \in \mu_{\alpha}$, that is $\mu(-x) \geq \alpha=\mu(x)$.

Therefore, $\mu$ is a fuzzy subhyperring of $R$.
84. Definition. Let $\mathcal{V} \in F(R)$. We say that $\mathcal{V}$ is a fuzzy hyperideal of $R$ if it satisfies the following conditions:
(i) $\forall(x, y) \in R^{2}, \forall z \in x+y, \mathcal{V}(z) \geq \mathcal{V}(x) \wedge \mathcal{V}(y)$;
(ii) $\forall x \in R, \mathcal{V}(-x) \geq \mathcal{V}(x)$;
(iii) $\mathcal{V}(x y) \geq \mathcal{V}(x) \vee \mathcal{V}(y)$.

We denote by $F I(R)$ the set of all fuzzy hyperideals of $R$.
The following theorem can be proved in a similar way as the above theorem.
85. Theorem. Let $\mathcal{V} \in F(R)$. Then $\mathcal{V}$ is a fuzzy hyperideal of $R$ if and only if any nonempty $\mathcal{V}_{\alpha}=\{x \in R \mid \mathcal{V}(x) \geq \alpha\}$ is a hyperideal of $R$, where $\alpha \in L$.
86. Definition. Let $\theta \in F(M)$ and $\mathcal{V} \in F I(R)$. We say that $\theta$ is a $\mathcal{V}$-fuzzy subhypermodule of $M$ if and only if the following conditions hold:
$\left.1^{\circ}\right) \forall(x, y) \in M^{2}, \forall z \in x+y, \theta(z) \geq \theta(x) \wedge \theta(y)$;
$\left.2^{\circ}\right) \forall x \in M, \mu(-x) \geq \theta(x) ;$
$\left.3^{\circ}\right) \forall x \in M, \forall r \in R, \theta(r x) \geq \mathcal{V}(r) \wedge \theta(x)$.
We denote by $F m_{R}^{\mathcal{V}}(M)$ the set of all $\mathcal{V}$-fuzzy subhypermodules of $M$.
87. Theorem. Let $\theta \in F(M)$ and $\mathcal{V} \in F I(R)$. Then $\theta \in F m_{R}^{\mathcal{V}}(R)$ if and only if any $\theta_{\alpha}=\{x \in M \mid \theta(x) \geq \alpha\}$ is a canonical hypergroup of $M$, where $\alpha \in L$. Particularly, if $\mathcal{V}_{\alpha}$ is nonempty, then $\theta_{\alpha}$ is a $\mathcal{V}_{\alpha}$-subhypermodule of $M$.

Proof. Let any nonempty $\theta_{\alpha}$ be a subhypergroup of $M$. By Theorem 83 , the conditions $1^{\circ}$ ) and $2^{\circ}$ ) are satisfied. Thus $\theta$ is a subhypergroup of $M$. If $\mathcal{V}_{\alpha}$ is nonempty and $x \in \theta_{\alpha}, r \in \mathcal{V}_{\alpha}$, then $\theta(r x) \geq \mathcal{V}(r) \wedge \theta(x) \geq \alpha$. Hence $\theta$ is a fuzzy subhypergroup of $M$.

Conversely, let $\theta \in F m_{R}^{\nu}(M)$ and $\theta_{\alpha}$ be nonempty, where $\alpha \in L$. By Theorem 83 , it follows that $\theta_{\alpha}$ is a subhypergroup of $M$. Moreover, if $\mathcal{V}_{\alpha}$ is nonempty, then for $x \in \theta_{\alpha}, r \in \mathcal{V}_{\alpha}$, we have: $\theta(r x) \geq \mathcal{V}(r) \wedge \theta(x) \geq \alpha$. Hence $r x \in \theta_{\alpha}$. Therefore $\theta_{\alpha}$ is a $\mathcal{V}_{\alpha}$-subhypermodule of $M$.
88. Definition. Let a $\theta$ be a nonconstant $\mathcal{V}$-fuzzy subhypermodule of $M$. We say that $\theta$ is weakly fuzzy primary (prime) subhypermodule if $\theta(r a)>\theta(a)$ implies that $\exists n \geq 1$, such that $\forall x \in M$, $\theta\left(r^{n} x\right) \geq \theta(r a)$ (respectively, $\theta(r x) \geq \theta(r a)$ ).
89. Proposition. Let $N$ be a proper subhypermodule of $M$. Then $\chi_{N}$ is weakly fuzzy primary (prime) $\mathcal{V}$-fuzzy subhypermodule of $M$ if and only if $N$ is a primary (prime) subhypermodule of $M$.

Proof. Let $N$ be a prime subhypermodule of $M$. Thus $N \neq M$ and $\chi_{N}$ is nonconstant. Let $a \in M$ and $r \in R$, be such that $\chi_{N}(r a)>\chi_{N}(a)$. Then $\chi_{N}(r a)=1$ and $\chi_{N}(a)=0$. Hence, $\forall x \in M$, $\chi_{N}\left(r^{n} x\right) \geq \chi_{N}(r a)$. So $\chi_{N}$ is weakly fuzzy prime.

The proof is similar if $N$ is primary.
The converse is immediate.
90. Theorem. Let $\theta$ be a $\mathcal{V}$-fuzzy subhypermodule of $M, \theta(0)=$ $=\mathcal{V}(0)=1$ and $L=[0,1]$. Then $\theta$ is a weakly fuzzy primary (prime) subhypermodule if and only if every $\theta_{t}$ is a primary (prime) $\mathcal{V}_{t}$-subhypermodule of $M, \forall t \in[0,1]$.

Proof. Let $\theta$ be a weakly fuzzy primary (prime) subhypermodule of $M$. Let $r \in \mathcal{V}_{t}$ and $a \in M$ such that $r a \in \theta_{t}$ and $a \notin \theta_{t}$. Then $\theta(r a) \geq t$ and $\theta(a)<t$. Since $\theta$ is weakly fuzzy primary (prime), it follows that $\exists n \geq 1$, such that $\forall x \in M, \theta\left(r^{n} x\right) \geq \theta(r a) \geq t$ (respectively, $\forall x \in M, \theta(r x) \geq \theta(r a) \geq t$ ).

Conversely, suppose that $\theta_{t}$ is primary (prime) $\mathcal{V}_{t}$-subhypermodule, $\forall t \in[0,1]$. Let $r \in R$ and $a \in M$, such that $\theta(r a)>\theta(a)$. Set $t=\theta(r a)$. Thus $r a \in \theta_{t}$, but $a \notin \theta_{t}$. Since $\theta_{t}$ is primry (prime),
it follows that $\exists n \geq 1$ such that $\forall x \in M, \theta\left(r^{n} x\right) \geq t=\theta(r a)$ (respectively, $\forall x \in M, \theta(r x) \geq t=\theta(r a)$ ).

Therefore, $\theta$ is weakly $\mathcal{V}$-fuzzy primary (prime).

## §8. On Chinese hyperstructures

Some Chinese mathematicians (see for instance [244], [435]) have developed an interesting theory of the groups which have as supports, subsets of the set of non empty subsets of a group $G$. These Chinese structures have been derived from the fuzzy subset theory.

In this paragraph another connection between these groups (called $H X$-groups) and hyperstructures is established and analyzed. From every $H X$-group a hypergroupoid is obtained (by P . Corsini) which is always a $H_{v}$-group and in some case, a join space. Another connection had already been emphasized in [70].

Let us remind some definitions.
I. An $H_{v}$-group is a hypergroupoid $<H$; o $>$ such that
a) $\forall(a, x, y) \in H^{3}, \quad(x \circ y) \circ z \cap x \circ(y \circ z) \neq \emptyset$
b) it is a quasi-hypergroup, that is

$$
\forall a \in H^{2}, a \circ H=H \circ H=H
$$

II. An $H_{b}$-group is an $H_{v^{-}}$group $<H$; ○ $>$ such that there is a group operation $<\cdot>$ so that $\forall(x, y) \in H^{2}$, we have

$$
x \cdot y \in x \circ y
$$

III. Let $<G ; \cdot>$ be a group and $\mathcal{P}^{*}(G)$ the set of non empty subsets of $G$. An $H X$-group is a non empty subset $H$ of $\mathcal{P}^{*}(G)$ which is a group with respect to the operation:

$$
\forall(A, B) \in \mathcal{P}^{*}(G) \times \mathcal{P}^{*}(G), A \cdot B=\{x y \mid x \in A, y \in B\}
$$

91. Definition. Let $\mathcal{G}$ be an $H X$-group with $G$ as support and $E$ as identity. We call Chinese hypergroupoid the hyperstructure $<G^{*} ; \hat{\circ}>$, where $G^{*}=\bigcup_{A \in \mathcal{G}} A$, and $\forall(x, y) \in G^{*} \times G^{*}, x$ ô $y=$ $=\bigcup_{\substack{A \rightarrow, B \ni \ni \\\{A, B\} \subset \mathcal{G}}} A \cdot B$.

Set $\forall x \in G^{*}, \alpha(x)=\{A \mid A \in \mathcal{G}, A \ni x\}$ and $A(x)=\bigcup_{A \in \alpha(x)} A$.
92. Lemma. $\forall(x, y) \in G^{*} \times G^{*}$, we have

$$
x \text { ○ } y=A(x) \cdot A(y)
$$

Proof. Indeed, if $z \in x$ ô $y$, then $A, B$ exist in $\mathcal{G}$ such that $z \in A \cdot B$, $A \ni x, B \ni y$. We clearly have $A \subset A(x), B \subset A(y)$ whence $x$ ô $y \subset A(x) \cdot A(y)$.

On the converse, set $w \in A(x) \cdot A(y)$. Then $A, B$ exist in $\mathcal{G}$ such that $w \in A \cdot B, A \ni x, B \ni y$ whence $A(x) \cdot A(y) \subset x$ ô $y$.
93. Theorem. The hypergroupoid $<G^{*} ; \hat{o}>$ is an $H_{v}$-group. Moreover, it is clearly an $H_{b}$-group [440].

Proof. Let us see first that it is a quasi-hypergroup. Indeed, $\forall(a, b) \in G^{* 2}, \forall(A, B) \in \mathcal{G} \times \mathcal{G}$ such that $A \ni a, B \ni b$, there exists $X \in \mathcal{G}$ such that $A=B \cdot X$; follows $a \in B \cdot X$. Therefore $\forall x \in X$, we have $a \in b o ̂ x$.

By the same way we find $y \in \mathcal{G}$ such that $y \in Y$. We have $a \in y$ ô $b$.

Let us prove now that $<G^{*} ; \hat{o}>$ satisfies the condition

$$
(x \hat{\circ} y) \hat{\circ} z \cap x \hat{\circ}(y \hat{\circ} z) \neq \emptyset
$$

$$
\forall(x, y, z) \in G^{* 3} \text {, we have }
$$

$$
\begin{gathered}
(x \hat{\circ} y) \hat{\circ} z=(A(x) \cdot A(y)) \hat{\circ} z= \\
=\left(\left(\bigcup_{A_{1} \ni x} A_{1}\right) \cdot\left(\bigcup_{A_{2} \ni y} A_{2}\right)\right) \hat{\circ} z=\left(\bigcup_{A_{1} \ni x, A_{2} \ni y} A_{1} \cdot A_{2}\right) \hat{\circ} z= \\
=\bigcup_{A_{u} \ni u \in A_{1}^{\prime} A_{2}^{\prime}, A_{1}^{\prime} \ni x, A_{2}^{\prime} \ni y, A_{3} \ni z} A_{u} A_{3} \supset\left(A_{1} A_{2}\right) A_{3}
\end{gathered}
$$

$\forall\left(A_{1}, A_{2}, A_{3}\right) \in \mathcal{G}^{3}$ such that $A_{1} \ni x, A_{2} \ni y, A_{3} \ni z$

$$
x \hat{\circ}(y \hat{\circ} z)=\bigcup_{A_{1} \ni x, A_{v} \ni v \in A_{2}^{\prime} A_{3}^{\prime}} A_{1} A_{v} \supset A_{1}\left(A_{2} A_{3}\right)
$$

for $\forall\left(A_{1}, A_{2}, A_{3}\right) \in \mathcal{G}^{3}$ such that $A_{1} \ni x, A_{2} \ni y, A_{3} \ni z$.
Therefore $\left\langle G^{*} ; \hat{o}>\right.$ is an $H_{v}$-group.
94. Proposition. If $\mathcal{G}$ is an $H X$-group such that

$$
\begin{equation*}
\forall(A, B) \in \mathcal{G} \times \mathcal{G}, A \cap B \neq \emptyset \Longrightarrow A=B \tag{1}
\end{equation*}
$$

then $\left\langle G^{*}\right.$; ô $>$ is a hypergroup.
Proof. It is enough to remark the condition (1) implies $\forall x \in G^{*}$, $|\alpha(x)|=1$.

So $<\hat{o}>$ is associative.
Therefore, since $\left\langle G^{*}\right.$; $\hat{o}>$ is a quasi-hypergroup, it is a hypergroup.
95. Proposition. Let $\mathcal{G}$ be an $H X$-group, then $\left\langle G^{*}\right.$; ô $>$ is a regular reversible $H_{v}$-group, moreover it is feebly quasi-canonical.

Proof. Indeed, $\forall p \in E, \forall x \in G^{*}$, we have

$$
x \text { ○ } p=A(x) \cdot A(p) \supset A(x) \cdot E \supset A(x) \ni x \text {. }
$$

Moreover, $\forall x \in G^{*}, \forall y \in A^{-1}$ for $x \in A \in \mathcal{G}$ we have

$$
x \hat{o} y \supset A(x) \cdot A^{-1} \supset A \cdot A^{-1}=E
$$

Finally, if $a \in b \hat{o} c=A(b) \cdot A(c)$ then $\exists b^{\prime} \in \bigcup_{B \in \alpha(b)} B, \exists c^{\prime} \in \bigcup_{C \in \alpha(c)} C$ such that $a=b^{\prime} c^{\prime}$. Follows $\exists A \in \alpha(a), \exists B^{\prime} \in \alpha(b), \exists C^{\prime} \in \alpha(a)$ such that $A=B^{\prime} C^{\prime}$; follows $B^{\prime}=A C^{\prime-1}$ where $C^{\prime} C^{\prime-1}=C^{-1} C=E$.

Hence $b^{\prime} \in A(a) \cdot A\left(c^{\prime \prime}\right), \forall c^{\prime \prime} \in C^{\prime-1}$ from which $b \in a \hat{o} c^{\prime \prime}$ and $c^{\prime \prime} \in i(c)$.
96. Proposition. Let $\mathcal{G}$ be an abelian $H X$-group such that the condition (1) is satisfied. Then $<G^{*} ; \hat{o}>$ is a join space and a feebly quasi-canonical hypergroup.

Proof. We shall denote the operation of $G$ by "+".
Set $x \in a / b \cap c / d$, then $x \in G^{*}$ exists such that $a \in x \hat{o} b=x+B$ where $\alpha(b)=\{B\}, \alpha(x)=\{X\}$ and $c \in x$ ô $d=X+D$, where $\alpha(d)=\{D\}$. Then if $\alpha(a)=\{A\}, \alpha(c)=\{C\}$, we have $A=X+B$, $C=X+D$, whence $D=-X+C$. Follows

$$
\begin{gathered}
A+D=X+B+(-X)+C=B+C+X+(-X)= \\
=B+C+E=B+C
\end{gathered}
$$

$<G^{*} ; \hat{o}>$ is feebly canonical by Proposition 4.
97. Proposition. Let $<G_{1}^{*} ; \hat{o}_{1}>$ and $<G_{2}^{*} ; \hat{o}_{2}>$ be Chinese hypergroupoids. Then the cartesian product $<G_{1}^{*} \times G_{2}^{*} ; \circ>$ with $a$ product defined

$$
\left(x_{1}, x_{2}\right) \circ\left(y_{1}, y_{2}\right)=\left(x_{1} \hat{o}_{1} y_{1}, x_{1} \hat{o}_{2} y_{2}\right)
$$

is again a Chinese hypergroupoid.

Proof. Indeed,

$$
\begin{gathered}
\left(x_{1} \hat{o}_{1} y_{1}, x_{2} \hat{o}_{2} y_{2}\right)= \\
=\bigcup_{A_{1} \in \alpha\left(x_{1}\right), B_{1} \in \alpha\left(y_{1}\right)}\left(A_{1} \cdot B_{1}\right) \times \bigcup_{A_{2} \in \alpha\left(x_{2}\right), B_{2} \in \alpha\left(y_{2}\right)}\left(A_{2} \cdot B_{2}\right)= \\
=\bigcup_{\forall i, A_{i} \in \alpha\left(x_{i}\right), B_{i} \in \alpha\left(y_{i}\right)}\left(A_{1}, A_{2}\right) \circ\left(B_{1}, B_{2}\right)=\left(x_{1}, x_{2}\right) \hat{\circ}\left(y_{1}, y_{2}\right)
\end{gathered}
$$

where $<\hat{o}>$ is the hyperoperation corresponding to the structure of $H X$-group in $G_{1} \times G_{2}$ defined by $\mathcal{G}=\left\{\left(A_{1}, A_{2}\right) \mid A_{i} \in \mathcal{G}_{i}\right\}$.

## §8. Hyperstructures associated with ordered sets

In this paragraph some new hyperoperations are introduced in a different context and analyzed. The setting is as follows. In the place of the membership function $\mu: U \rightarrow[0,1]$, we have a function $\widetilde{A}$ from a finite universe $H$ to a totally ordered set $<V$; $\leq>$.

We shall suppose in the following $U$ to be a non empty finite set, $\widetilde{A}$ to be a function from $U$ to a totally orderd set $\langle V, \leq>$. We shall denote, for $\forall(x, y) \in U^{2}$
$\widetilde{A}(x) \vee \widetilde{A}(y)$ the maximum between $\widetilde{A}(x)$ and $\widetilde{A}(y)$, and
$\widetilde{A}(x) \wedge \widetilde{A}(y)$ the minimum between $\widetilde{A}(x)$ and $\widetilde{A}(y)$.
These results have been obtained by P. Corsini.
We consider the following hyperoperations $\eta_{1}, \ldots, \eta_{4}$ and we shall analyze their properties.

Let be $\forall(a, b) \in U^{2}$
$\left.\eta_{1}\right) a \stackrel{\delta}{\vee} b=\{x \in U \mid \widetilde{A}(x) \leq \widetilde{A}(a) \vee \widetilde{A}(b)\}$
$\left.\eta_{2}\right) a \stackrel{\rightharpoonup}{\mathrm{\circ}} b=\{y \in U \mid \widetilde{A}(y) \geq \widetilde{A}(a) \vee \widetilde{A}(b)\}$
$\left.\eta_{3}\right) a \stackrel{\delta}{\wedge} b=\{u \in U \mid \widetilde{A}(u) \leq \widetilde{A}(a) \wedge \widetilde{A}(b)\}$
$\left.\eta_{4}\right) a \underset{\wedge}{\stackrel{\rightharpoonup}{\wedge}} b=\{v \in U \mid \widetilde{A}(v) \geq \widetilde{A}(a) \wedge \widetilde{A}(b)\}$

## 98. Theorem.

1) The hypergroupoids $\left.\left.\left.\eta_{1}\right), \eta_{2}\right), \eta_{3}\right), \eta_{4}$ ) are associative.
2) $\left.\left.\left.\eta_{1}\right), \eta_{2}\right), \eta_{3}\right), \eta_{4}$ ) are endowed with identities.
3) $\eta_{1}$ ), $\eta_{4}$ ) are hypergroups.

Proof. 1) We can remark that $\forall(a, b, c) \in U^{3}$ we have

$$
\begin{aligned}
& (a \stackrel{\delta}{\vee} b)_{\vee} c=\{x \in U \mid \widetilde{A}(x) \leq \widetilde{A}(a) \vee \widetilde{A}(b) \vee \widetilde{A}(c)\}= \\
& =a \stackrel{\circ}{\stackrel{\circ}{V}(b \stackrel{\circ}{\vee} c)} \\
& (a \stackrel{\rightharpoonup}{\vee} b)_{\vee} c=\{y \in U \mid \widetilde{A}(y) \geq \widetilde{A}(a) \vee \widetilde{A}(b) \vee \widetilde{A}(c)\}= \\
& =a \underset{\vee}{\mathrm{O}}\left(b_{\mathrm{V}}^{\mathrm{O}} c\right) \\
& \left.(a \stackrel{\circ}{>} b)_{\wedge}\right\rangle c=\{z \in U \mid \widetilde{A}(z) \geq \widetilde{A}(a) \wedge \widetilde{A}(b) \wedge \widetilde{A}(c)\}= \\
& =a \underset{\wedge}{\circ}\left(b{ }_{\wedge}^{\mathrm{O}} c\right) \\
& (a \stackrel{\circ}{\wedge} b)_{\wedge}^{<} c=\{u \in U \mid \widetilde{A}(u) \leq \widetilde{A}(a) \wedge \widetilde{A}(b) \wedge \widetilde{A}(c)\}= \\
& =a \stackrel{\wedge}{\wedge}^{( }\left(b{\underset{\wedge}{c}}_{<} c\right)
\end{aligned}
$$

2) Set

$$
\begin{aligned}
& x_{0}: \widetilde{A}\left(x_{0}\right)=\min \{\widetilde{A}(x) \mid x \in U\} \\
& x_{1}: \widetilde{A}\left(x_{1}\right)=\max \{\widetilde{A}(x) \mid x \in U\}
\end{aligned}
$$

We have clearly that $x_{0}$ is an identity for both $\langle U ; \stackrel{\stackrel{\rightharpoonup}{\vee}}{ }\rangle$ and $\langle U$; $\underset{\underset{V}{*}}{ }\rangle$.
$x_{1}$ is an identity for both $<U ; \underset{\wedge}{<}>$ and $\langle U ; \underset{\wedge}{>} \gg$.
3) $\forall(a, b) \in U$ we have $a \in a \underset{\vee}{\stackrel{\circ}{v} b}$ and $a \in a \stackrel{\rightharpoonup}{\stackrel{\circ}{\wedge}} b$.
99. Theorem.

1) $U$ coincides with the set of identities of $\langle U ; \underset{\vee}{\langle }\rangle$ and $\langle U ; \stackrel{\rightharpoonup}{i}>$.
2) The set of identities of $\left\langle U\right.$; $\stackrel{\rightharpoonup}{\vee}>$ is $\tilde{A}^{-1} \widetilde{A}\left(x_{0}\right)$.

The set of identities of $\left\langle U\right.$; $\stackrel{\wedge}{\wedge}_{>}>$is $\widetilde{A}^{-1} \widetilde{A}\left(x_{1}\right)$.
$3)<U ; \underset{\vee}{\stackrel{\circ}{\vee}}>$ and $<U ; \underset{\wedge}{o}>$ are regular reversible hypergroups.
4) $<U ; \stackrel{\stackrel{\rightharpoonup}{\vee}}{ }>$ and $<U ; \stackrel{\stackrel{\wedge}{\wedge}}{<}>$ are not hypergroups.

Proof. 1) Indeed $\forall x \in U, \forall u \in U$, we have

$$
\widetilde{A}(x) \leq \widetilde{A}(x) \vee \widetilde{A}(u), \widetilde{A}(x) \geq \widetilde{A}(x) \wedge \widetilde{A}(u)
$$

whence $x \in x \stackrel{\ulcorner }{\stackrel{\circ}{\vee}} u, x \in x \stackrel{>}{\wedge} u$.
2) Set $z \in A\left(x_{0}\right), v \in A\left(x_{1}\right), x \in U$. Then

$$
\begin{aligned}
& \tilde{A}(x)=\widetilde{A}(x) \vee \tilde{A}(z) \text { whence } x \in x \underset{\stackrel{\rightharpoonup}{\vee}}{\stackrel{\rightharpoonup}{\circ}} z \\
& \tilde{A}(x)=\widetilde{A}(x) \wedge \tilde{A}(v) \text { whence } x \in x \underset{\wedge}{\stackrel{\circ}{\wedge} v .}
\end{aligned}
$$

On the other hand, if $y \notin A\left(x_{0}\right)$ we have

$$
x_{0} \notin x_{0} \underset{\stackrel{\rightharpoonup}{\mathrm{v}}}{ } y
$$

It follows that $y$ is not an identity for $\eta_{2}$ ). Hence $\widetilde{A}^{-1} \widetilde{A}\left(x_{0}\right)=$ $=E_{\mathcal{V}}^{>}=$the set of identities of $\eta_{2}$ ). By a similar proof one sees that $\widetilde{A}^{-1} \widetilde{A}\left(x_{1}\right)=E_{\wedge}^{<}$.
3) It follows from 1).
4) $\langle U ; \stackrel{\rightharpoonup}{\vee}\rangle,\langle U ; \stackrel{\grave{\wedge}}{\langle }\rangle$ are not hypergroups.

Indeed, if $\widetilde{A}(b)<\tilde{A}(a), x$ does not exist such that $b \in a_{\stackrel{\rightharpoonup}{\circ}}^{>} x$ that is $\widetilde{A}(b) \geq \widetilde{A}(a) \vee \widetilde{A}(x)$. Similarly, if $\widetilde{A}(b)>\widetilde{A}(a), y$ does not exist such that $\tilde{A}(b) \leq \widetilde{A}(a) \wedge \tilde{A}(y)$, that is $a \in b \stackrel{\sim}{\wedge} y$.

## 100. Definition.

I. We call quasi-join space a commutative semi-hypergroup which satisfies the condition
j) $a / b \cap c / d \neq \emptyset \Longrightarrow a \circ d \cap b \circ c \neq \emptyset$.
II. We call semi-join space a semi-hypergroup which satisfies the condition ( j ).
101. Theorem. $<U ; \underset{\vee}{\langle }>,<U ; \underset{\wedge}{\stackrel{\rightharpoonup}{\circ}}>$ are join spaces, $<U ; \underset{\vee}{\stackrel{\rightharpoonup}{V}}>$, $<U ; \stackrel{\langle }{\wedge}>$ are semi-join spaces.

Proof. Set $\forall(a, b) \in U^{2}$

$$
\begin{array}{ll}
a \wedge b=a & \text { if and only if } A(a) \leq A(b) \\
a \wedge b=b & \text { if and only if } A(b) \leq A(a) \\
a \vee b=a & \text { if and only if } A(a) \geq A(b) \\
a \vee b=b & \text { if and only if } A(b) \geq A(a)
\end{array}
$$

Follows $\widetilde{A}(a \wedge b)=\widetilde{A}(a) \wedge \widetilde{A}(b), \widetilde{A}(a \vee b)=\widetilde{A}(a) \vee \widetilde{A}(b)$.
$\left.\varepsilon_{1}\right) \operatorname{Set}(a, b, c, d) \in U^{4}, y=a \wedge c$. We have

$$
\begin{array}{lll}
y \leq a \leq a \vee d & \text { whence } & y \in a \stackrel{\delta}{\vee} d \\
y \leq c \leq b \vee c & \text { whence } & y \in b \stackrel{\circ}{<} c
\end{array}
$$

So $a \underset{\vee}{<} d \cap b \underset{\vee}{<} c \neq \emptyset$.
Hence $<U ; \underset{\vee}{\stackrel{<}{<}}>$ by 3) Theorem 98 is a join space.
$\left.\varepsilon_{4}\right)$ By a similar proof one sees that

$$
a \vee c \in a \underset{\wedge}{>} d \cap b_{\wedge}^{>} c .
$$

So, by 3) Theorem $98<U ; \stackrel{>}{\wedge} \gg$ is a join space.
$\left.\varepsilon_{2}\right)$ Set $x \in a / b \cap c / d$. Then

$$
\begin{aligned}
& a \in b_{\stackrel{\rightharpoonup}{\circ}}^{\stackrel{ }{\vee}}=\{z \mid \widetilde{A}(z) \geq \widetilde{A}(b) \vee \widetilde{A}(x)\} \text { and } \\
& c \in d \stackrel{\rightharpoonup}{\circ} x=\{z \mid \widetilde{A}(z) \geq \widetilde{A}(d) \vee \widetilde{A}(x)\}
\end{aligned}
$$

Follows

$$
\widetilde{A}(a \vee c)=\widetilde{A}(a) \vee \widetilde{A}(c) \geq \widetilde{A}(b) \vee \widetilde{A}(d) \vee \widetilde{A}(x) \geq \widetilde{A}(b) \vee \widetilde{A}(d)
$$

Hence

$$
\begin{array}{lll}
\tilde{A}(a \vee c) \geq \tilde{A}(a) \vee \tilde{A}(d) & \text { whence } & a \vee c \in a \stackrel{\rightharpoonup}{\vee} d \\
\widetilde{A}(a \vee c) \geq \tilde{A}(b) \vee \widetilde{A}(c) & \text { whence } & a \vee c \in b_{\vee}^{>} c .
\end{array}
$$

Therefore $\langle U ; \underset{\vee}{\vec{~}}\rangle$, by Theorem 98 is a quasi-join space.
$\left.\varepsilon_{3}\right)$ By a similar proof one sees that if in $\langle U ; \stackrel{\circ}{\wedge}\rangle, a / b \cap c / d \neq \emptyset$ then $a \wedge c \in a \underset{\wedge}{\circ} d \cap b \stackrel{<}{<} c \neq \emptyset$. Therefore $<U ; \underset{\wedge}{\circ}>$ is by Theorem 98 a semi-join space.

## Chapter 6

## Automata

The definition of an automaton, we shall present here, has its origins in a paper of Kleene (1956). The title "Representation of events in nerve sets and finite automata" of Kleene's paper gives an idea of its motivation.

The concept of automaton had led to important results, both in mathematics and in theoretical computer science.

Automata are in fact very familiar objects, in the shape of coin machines.

The last twenty years have developed a body of research known under the names of Automaton Theory and Formal Language Theory.

We mention Biology between the fields which have significant connections with Automaton Theory.

Here, we have presented the connections of Automaton Theory and Language Theory with another field, known as Hyperstructure Theory.

Using tools and methods of Hyperstructure Theory, G.G. Massouros gave a new proof of the famous Kleene's Theorem, which states that:
"A subset of the set of words $M^{*}$ is acceptable from an automaton $\mathcal{M}$ if and only if it is defined by a regular expression."

As follows, an association is attempted between Automaton and Language Theory and Hyperstructure Theory.

In the following sections, we shall present some important results on these topics, obtained by G.G. Massouros and by G.G. Massouros \& J. Mittas (see §1, §2) and then by J. Chvalina \& L. Chvalinová (see $\S 3$ ).

## §1. Language theory and hyperstructures

Let $M$ be an alphabet, $M^{*}$ the set of words defined over $M\left(M^{*}\right.$ is the closure of $M$ ), $\lambda$ the empty word. The set $M^{*}$ endowed with the operation of concatenation of the words, that is $x \cdot y=x y$, is a monoid, with neutral element the empty word.

The length $\ell(x)$ of a word $x \in M^{*}$ is the number of its letters, so $\ell(\lambda)=0$ and $\forall(x, y) \in M^{*} \times M^{*}, \ell(x y)=\ell(x)+\ell(y)$.

Let us define on $M^{*}$ the following hyperoperation:

$$
\forall(x, y) \in M^{*} \times M^{*}, x+y=\{x, y\} .
$$

1. Proposition. $<M^{*},+>$ is a join space.

Proof. Indeed, $<M^{*},+>$ is a commutative hypergroup and moreover $\forall(x, y) \in M^{*} \times M^{*}$, we have

$$
x / y=\left\{z \in M^{*} \mid x \in y+z\right\}=\left\{\begin{array}{ll}
x, & \text { if } x \neq y \\
M^{*}, & \text { if } x=y
\end{array},\right.
$$

whence it is clear that $\forall(x, y, z, w) \in M^{* 4}$, the following implication holds:

$$
x / y \cap z / w \neq \emptyset \Longrightarrow x+w \cap y+z \neq \emptyset .
$$

2. Definition. A hyperringoid is a structure $\langle H,+, \cdot\rangle$, where $<H,+>$ is a join space, $<H, \cdot>$ is a semigroup and the multiplication "." is bilaterally distributive with respect to the hyperoperation " + ".

3．Remark．$<M^{*},+, \cdot>$ is a unitary hyperringoid．
Indeed，$<M^{*},+>$ is a join space，$<M^{*}, \cdot>$ is a monoid and the concatenation is bilaterally distributive with respect to the addition．

Let us consider now the following binary relation $L$ on $M^{*}$ ：

$$
x L y \Longleftrightarrow \ell(x)=\ell(y)
$$

This is an equivalence，called length equivalence．
It is possible to verify the following：

## 4．Proposition．

（i）$<M^{*} / L, \oplus>$ is a join space，where
$\forall(\bar{x}, \bar{y}) \in\left(M^{*} / L\right)^{2}, \bar{x} \oplus \bar{y}=\{\bar{x}, \bar{y}\}$.
（ii）$<M^{*} / L, \oplus, \odot>$ is a unitary hyperringoid，where $\forall(\bar{x}, \bar{y}) \in$ $\left(M^{*} / L\right)^{2}, \bar{x} \odot \bar{y}=\overline{x y}$ and the multiplicatively neutral element is $\bar{\lambda}=\{\lambda\}$ ．
（iii）If we set $\forall(x, y) \in M^{* 2}, x \boxplus y=\bar{x} \cup \bar{y}$ ，then $<M^{*}$ ，$⿴ 囗 十$ is a join space．
（iv）$<M^{*}$ ，田，$\cdot>$ is a unitary hyperringoid，where $" . "$ is the con－ catenation and the multiplicatively neutral element is $\lambda$ ．

5．Definition．A join space $<H,+>$ is called fortified join space if the following conditions hold：
（i）there is a unique neutral element denoted by 0 （the zero of $H$ ），that is $\exists 0 \in H$ ，such that $\forall x \in H, x \in 0+x$ ；
（ii）every element $x$ of $H$ has exactly one inverse $-x$ ，that is $\forall x \in H, \exists!-x \in H$ ，such that $0 \in x+(-x)=x-x$ ；
（iii）the hypergroup $<H,+>$ is partially reversible，that is：
$\forall(x, y, z) \in H^{3}$ ，if $z \in x+y$ ，then either $y \in z-x$ or $x \in z-y$ ．
6. Definition. Let $<H,+>$ be a join space. If the following axioms are satisfied:
(i) there exists a unique neutral element 0 , such that every nonzero element $x$ of $H$ has a nonempty set $i(x)$ of nonzero inverses of $x$ in $H$ (with respect to 0 );
(ii) the hypergroup $<H,+>$ is partially reversible, that is:
$a \in x+y \Longrightarrow\left(\exists x^{\prime} \in i(x), y \in a+x^{\prime}\right.$ or $\left.\exists y^{\prime} \in i(y), x \in a+y^{\prime}\right)$
then $<H,+>$ is called polysymmetrical fortified join space.
7. Definition. A hyperringoid $(H,+, \cdot)$ is called fortified if its additive structure is fortified and its zero element is a bilaterally absorbing element for the multiplication, that is

$$
\forall x \in H, 0 x=x 0=0
$$

Let us adjoin to the set $M^{*}$ an element 0 , considering it as a zero element, with the properties:

$$
\forall x, 0 x=x 0=0,0+x=\{0, x\}, x+x=\{0, x\}
$$

Let $\bar{M}=M^{*} \cup\{0\}$. We obtain the following
8. Proposition. $<\bar{M},+, \cdot>$ is a fortified unitary hyperringoid.

We notice that if the length $\ell(0)$ of the zero word were the natural number 0 , then the length equivalence in $\bar{M}$ would not be compatible with respect to the multiplication. Indeed, $\forall x \in \bar{M}$, since $\hat{0}=\{0, \lambda\}$, we would have $\hat{0} \cdot \hat{x}=\hat{0 x}=\hat{\lambda x}$, so $\hat{0}=\hat{\lambda x}$, which is absurd (where $\forall x \in \bar{M}, \hat{x}$, is the equivalence class of $x$ ).

But, we can define the order of a word $x(\operatorname{ord} x)$ on $\bar{M}$ in the following manner:

$$
\forall x \in M^{*}, \text { ord } x=\ell(x)+1 \text { and ord } 0=0
$$

Let $\sim$ be the following relation on $\bar{M}$ :

$$
x \sim y \Longleftrightarrow \operatorname{ord} x=\operatorname{ord} y .
$$

$" \sim "$ is an equivalence relation, which is called order equivalence. Its restriction on $M^{*}$ coincides with the length equivalence on $M^{*}$. Similarly as in Proposition 4, we can define $\oplus$ and $\odot$ on $\bar{M} / \sim$. The relation " $\sim$ " is compatible with respect to both the hyperoperation and the operation of $\langle\bar{M}, \oplus, \odot\rangle$. Thus we have the
9. Proposition. $<\bar{M} / \sim, \oplus, \odot>$ is a unitary fortified hyperringoid.

## §2. Automata and hyperstructures

10. Definition. An automaton is a 5 -tuple ( $S, M, S_{0}, F, t$ ), where $S$ is a finite set of states, $M$ is an alphabet of input letters, $S_{0}$ and $F$ are the set of the start and final states, respectively and $t$ is a state transition function.

If the automaton is deterministic, then $t$ has the domain $S \times M$ and range $S$. If the automaton is nondeterministic, then $t$ has the domain $S \times M$ and range $P(S)$.

We shall define on $S$ several hyperoperations, such that we obtain hypergroup structures on $S$.

## I. The attached order hypergroup

We suppose that there exists a conventional start state $s_{0^{\prime}}$, so that every state $s \in S$ is connected to $s_{0^{\prime}}$ (see Definition 14).
11. Definition. The order of a state $s \in S$ is the natural number $\ell+1$, where $\ell$ is the minimum of the lengths of words which lead from the conventional start state $s_{0^{\prime}}$ to $s$.

We denote the order of $s$ by ord $s$.

We define ord $s_{0^{\prime}}=0$.
Let us define now on $S$ the following order equivalence: if $\left(s_{1}, s_{2}\right) \in S^{2}, s_{1} \sim s_{2} \Longleftrightarrow \operatorname{ord} s_{1}=\operatorname{ord} s_{2}$.
For any $s \in S$, let $\hat{s}=\left\{s^{\prime} \in S \mid s \sim s^{\prime}\right\}$.
Let us consider the following commutative hyperoperations on $S$ :
$1^{\circ} \forall\left(s_{1}, s_{2}\right) \in S^{2}, s_{1}+s_{2}= \begin{cases}s_{2}, & \text { if } \operatorname{ord} s_{1}<\operatorname{ord} s_{2} \\ \bigcup_{\operatorname{ord} s<\operatorname{ord} s_{1}} \hat{s}, & \text { if } \operatorname{ord} s_{1}=\operatorname{ord} s_{2} \neq 0 \\ s_{0}^{\prime}, & \text { if } s_{1}=s_{2}=s_{0^{\prime}} .\end{cases}$
$2^{\circ} \forall\left(s_{1}, s_{2}\right) \in S^{2}, s_{1}+s_{2}= \begin{cases}s_{2}, & \text { if } \operatorname{ord} s_{1}<\operatorname{ord} s_{2} \\ \bigcup_{\operatorname{ord} s<\operatorname{ord} s_{1}} \hat{s}, & \text { if } \operatorname{ord} s_{1}=\operatorname{ord} s_{2} \text { and } \\ s_{0^{\prime}} \neq s_{1} \neq s_{2} \neq s_{0^{\prime}} \\ \bigcup_{\operatorname{ord} s \leq \operatorname{ord} s_{1}} \hat{s}, & \text { if } s_{1}=s_{2} .\end{cases}$
$3^{\circ} \forall\left(s_{1}, s_{2}\right) \in S^{2}, s_{1}+s_{2}= \begin{cases}\hat{s}_{2}, & \text { if } 0 \neq \operatorname{ord} s_{1}<\operatorname{ord} s_{2} \\ \bigcup_{0 \neq \operatorname{ord} s \leq \text { ord } s_{1}} \hat{s}, & \text { if } \begin{array}{l}\text { ord } s_{1}=\operatorname{ord} s_{2} \text { and } \\ \bigcup_{0^{\prime}} \neq s_{1} \neq s_{2} \neq s_{0^{\prime}} \\ \bigcup_{s \leq \text { ord } s_{1}} \hat{s}, \\ \text { if } s_{0^{\prime}} \neq s_{1}=s_{2} \\ s_{2}=s_{2}+s_{0^{\prime}},\end{array} \\ \text { if } s_{1}=s_{0^{\prime}} .\end{cases}$

In each case, $<S,+>$ is a canonical hypergroup.

## II. The attached grade hypergroup

Let ( $S, M, S_{0}, F, t$ ) be a deterministic automaton.
12. Definition. We call grade of a state $s \in S$ and we denote it by $\operatorname{grad} s$, the set $\left\{x \in M^{*} \mid t^{*}(s, x) \in F\right\}$, where $t^{*}: S \times M^{*} \longrightarrow S$ is the extended state transition function, which is defined recursively as follows:

$$
\begin{aligned}
& \forall s \in S, \forall a \in M, t^{*}(s, a)=t(s, a) \\
& \forall s \in S, t^{*}(s, \lambda)=s \\
& \forall s \in S, \forall x \in M^{*}, \forall a \in M, t^{*}(s, a x)=t^{*}(t(s, a), x)
\end{aligned}
$$

We define the relation $R$ on the set of states $S$, as follows:

$$
s_{1} R s_{2} \Longleftrightarrow \operatorname{grad} s_{1}=\operatorname{grad} s_{2}
$$

This relation is an equivalence relation on $S$, called grade equivalence.

Let us denote by $\widetilde{s}_{1}$ the equivalence class of $s_{1}$, with respect to $R$.

Let us define on $S$ the following hyperoperation

$$
s_{1}+s_{1}=\widetilde{s}_{1} \cup \widetilde{s}_{2} .
$$

Then $(S,+)$ is a join space.
Now, let us suppose that the automaton ( $S, M, S_{0}, F, t$ ) has only one final state, the state $s_{T}$, otherwise we endow it with a conventional one.

We define on $S$ the following hyperoperation " + ":

$$
s_{1}+s_{2}= \begin{cases}\widetilde{s}_{1} \cup \widetilde{s}_{2}, & \text { if } \widetilde{s}_{1} \neq \widetilde{s}_{2} \text { and } s_{1} \neq s_{T} \neq s_{2} \\ \widetilde{s}_{1} \cup\left\{s_{T}\right\}, & \text { if } \widetilde{s}_{1}=\widetilde{s}_{2}\end{cases}
$$

Then $<S,+>$ is a polysymmetrical fortified join space, called the attached grade hypergroup of the automaton.
13. Remark. If in a polysymmetrical fortified join space $H$, the family $\{S(x)\}_{x \in H}$ forms a partition of $H$, then the relation $\rho$ defined
by: $x \rho y \Longleftrightarrow S(x)=S(y)$ is an equivalence relation on $H$ and the factor set $H / \rho$, endowed with the hyperoperation

$$
\bar{C}_{x}+\bar{C}_{y}=\left\{\bar{C}_{z} \mid \bar{C}_{x} \cup \bar{C}_{y}\right\}
$$

becomes a fortified join space.
The grade notion is very important for the creation of the minimum automaton which accepts the same language as the initial one. If in an automaton there exist two states of the same grade, then it makes no difference, for the process of reaching the final state, whether we are on one or on the other. By Remark 13, if the attached grade hypergroup is polysymmetrical, then we can construct a fortified join space and so, its corresponding automaton has less states than the original one, but it accepts exactly the same language as it.

## III. The attached hypergroup of the paths

14. Definition. The state $s_{2}$ of $S$ will be called connected to the state $s_{1}$ of $S$ if there exists $x \in M^{*}$, such that $s_{2}=t^{*}\left(s_{1}, x\right)$.

If $x$ consists only in one letter, then the state $s_{2}$ is called successive to $s_{1}$.

Notice that if $s_{2}$ is connected (successive) to $s_{1}$, this does not imply that $s_{1}$ is connected (succesive) to $s_{2}$.

We define the following hyperoperation on the set of states $S$ :

$$
\begin{aligned}
& \forall\left(x_{1}, x_{2}\right) \in S^{2}, \\
& s_{1} \circ s_{2}=\left\{\begin{array}{r}
\left\{s \in S \mid \exists(x, y) \in M^{* 2} \text { such that } s=t^{*}\left(s_{1}, x\right)\right. \text { and } \\
\left.s_{2}=t^{*}(\dot{s}, y)\right\}, \text { if } s_{2} \text { is connected to } s_{1} \\
\left\{s_{1}, s_{2}\right\},
\end{array} \quad \text { if } s_{2} \text { is not connected to } s_{1} .\right.
\end{aligned}
$$

Then ( $S, \circ$ ) is a non-commutative hypergroup.
Using this hypergroup, an important theorem of Languages and Automaton Theory can be proved by tools and methods of

Hypercompositional Structure Theory: the Theorem of Kleene (see [258]).

## IV. The attached hypergroup of the operation

Now, we shall point out that an automaton can be in a certain state in a certain moment (clock pulse). In other words, we consider "time" as one of the factors that are involved.

Therefore, it is convenient to consider the cartesian product $S \times \mathbb{N}$ ( $S$ being the set of states).

If the automaton is in the state $s$ during the clock pulse $t$, we write $(s, t)$.
15. Definition. An element $(s, t)$ of $S \times \mathbb{N}$ is called activated if after $t$ clock pulses, the automaton can be found in the state $s$. We say that $\left(s_{2}, r\right)$ is succesive to $\left(s_{1}, t\right)$ if $s_{2}$ is succesive to $s_{1}$ and $r=t+1$.

We say that $\left(s_{2}, r\right)$ is connected to $\left(s_{1}, t\right)$ if $s_{2}$ is connected to $s_{1}$ and $t<r$.

Let $A \subseteq S \times \mathbb{N}$ be the set of activated elements and $t A^{*}$ the generalization of the extended state transition function $t^{*}$, that is $t A^{*}:(S \times \mathbb{N}) \times M^{*} \longrightarrow S \times \mathbb{N}, t A^{*}((s, t), x)=\left(t^{*}(s, x), t+|x|\right)$, where $|x|$ is the length of the word $x$. We define on $A$ the following hyperoperation:

$$
\left(s_{1}, m\right) \circ\left(s_{2}, n\right)= \begin{cases}\left\{t A^{*}\left(\left(s_{1}, m\right), x\right) \mid\right. & x \in \operatorname{Prefix} r \text { and } \\ & \left.t A^{*}\left(\left(s_{1}, m\right), r\right)=\left(s_{2}, n\right)\right\} \\ & \text { if }\left(s_{2}, n\right) \text { is connected } \\ & \text { to }\left(s_{1}, m\right) \\ \left\{\left(s_{1}, m\right),\left(s_{2}, n\right)\right\} & \text { otherwise } .\end{cases}
$$

16. Proposition. $(A, \circ)$ is a non commutative hypergroup.

Proof. " $\circ$ " is associative. Indeed, if $\left(s_{j}, n\right)$ is connected to $\left(s_{i}, m\right)$ and if $\left(s_{k}, p\right)$ is connected to $\left(s_{j}, n\right)$, then we have:

$$
\begin{aligned}
& \left(\left(s_{i}, m\right) \circ\left(s_{j}, n\right)\right) \circ\left(s_{k}, p\right)= \\
& \quad=\left\{t A^{*}\left(\left(s_{i}, m\right), x\right) \mid x \in \operatorname{Prefix} r, t A^{*}\left(\left(s_{i}, m\right), r\right)=\left(s_{j}, n\right)\right\} \circ\left(s_{k}, p\right)= \\
& \quad=\left\{t A^{*}\left(t A^{*}\left(\left(s_{i}, m\right), x\right), y\right) \mid x \in \operatorname{Prefix} r, t A^{*}\left(\left(s_{i}, m\right), r\right)=\left(s_{j}, n\right)\right. \\
& \left.\quad y \in \operatorname{Prefix} q, t A^{*}\left(t A^{*}\left(\left(s_{i}, m\right), x\right), q\right)=\left(s_{k}, p\right)\right\}= \\
& \quad=\left\{t A^{*}\left(\left(s_{i}, m\right), v\right) \mid v \in \operatorname{Prefix} w, t A^{*}\left(\left(s_{i}, m\right), w\right)=\left(s_{k}, p\right)\right\}
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \left(s_{i}, m\right) \circ\left(\left(s_{j}, n\right) \circ\left(s_{k}, p\right)\right)= \\
& \quad=\left(s_{i}, m\right) \circ\left\{t A^{*}\left(\left(s_{j}, n\right), x\right) \mid x \in \operatorname{Prefix} r, t A^{*}\left(\left(s_{j}, n\right), r\right)=\left(s_{k}, p\right)\right\}= \\
& \quad=\left\{t A^{*}\left(\left(s_{i}, m\right), z\right) \mid z \in \operatorname{Prefix} u, t A^{*}\left(\left(s_{i}, m\right), u\right)=\left(p_{k}, p\right)\right. \text { or } \\
& t A^{*}\left(\left(s_{i}, m\right), u\right)=t A^{*}\left(\left(s_{j}, n\right), x\right), x \in \operatorname{Prefix} r, t A^{*}\left(\left(s_{j}, n\right), r\right)= \\
& \quad=\left(s_{k}, p\right)=\left\{t A^{*}\left(\left(s_{i}, m\right), v\right) \mid v \in \operatorname{Prefix} w, t A^{*}\left(\left(s_{i}, m\right), w\right)=\left(s_{k}, p\right)\right\}
\end{aligned}
$$

Now, suppose that $\left(s_{j}, n\right)$ and $\left(s_{k}, p\right)$ are connected to $\left(s_{i}, m\right)$, and $\left(s_{k}, p\right)$ is not connected to $\left(s_{j}, n\right)$.

Then

$$
\begin{aligned}
& \left(\left(s_{i}, m\right) \circ\left(s_{j}, n\right)\right) \circ\left(s_{k}, p\right)= \\
& \quad=\left\{t A^{*}\left(\left(s_{i}, m\right), x\right) \mid x \in \operatorname{Prefix} r, t A^{*}\left(\left(s_{i}, m\right), r\right)=\left(s_{j}, n\right)\right\} \circ\left(s_{k}, p\right)= \\
& \quad=\left(\left(s_{i}, m\right) \circ\left(s_{j}, n\right)\right) \cup\left(\left(s_{i}, m\right) \circ\left(s_{k}, p\right)\right) \text { and } \\
& \left(s_{i}, m\right) \circ\left(\left(s_{j}, n\right) \circ\left(s_{k}, p\right)\right)= \\
& \quad=\left(s_{i}, m\right) \circ\left\{\left(s_{j}, n\right),\left(s_{k}, p\right)\right\}=\left(\left(s_{i}, m\right) \circ\left(s_{j}, n\right)\right) \cup\left(\left(s_{i}, m\right) \circ\left(s_{k}, p\right)\right)
\end{aligned}
$$

Let us suppose that $\left(s_{j}, n\right)$ is connected to $\left(s_{i}, m\right)$ and $\left(s_{k}, p\right)$ is not connected to anyone of the other two.

Then

$$
\begin{aligned}
& \left(\left(s_{i}, m\right) \circ\left(s_{j}, n\right)\right) \circ\left(s_{k}, p\right)= \\
& \quad=\left\{t A^{*}\left(\left(s_{i}, m\right), x\right) \mid x \in \operatorname{Prefix} r, t A^{*}\left(\left(s_{i}, m\right), r\right)=\left(s_{j}, n\right)\right\} \circ\left(s_{k}, p\right)
\end{aligned}
$$

The element $\left(s_{k}, p\right)$ is not connected to anyone of $t A^{*}\left(\left(s_{i}, m\right), x\right)$, otherwise it would result that $\left(s_{k}, p\right)$ is connected to $\left(s_{i}, m\right)$, which is absurd.

Therefore

$$
\begin{aligned}
& \left(\left(s_{i}, m\right) \circ\left(s_{j}, n\right)\right) \circ\left(s_{k}, p\right)= \\
& \quad=\left\{t A^{*}\left(\left(s_{i}, m\right), x\right) \mid x \in \operatorname{Prefix} r, t A^{*}\left(\left(s_{i}, m\right), r\right)=\left(s_{j}, n\right)\right\} \cup\left\{\left(s_{k}, p\right)\right\}
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \left(s_{i}, m\right) \circ\left(\left(s_{j}, n\right) \circ\left(s_{k}, p\right)\right)=\left(s_{i}, m\right) \circ\left\{\left(s_{j}, n\right),\left(s_{k}, p\right)\right\}= \\
& \quad=\left(\left(s_{i}, m\right) \circ\left(s_{j}, n\right)\right) \cup\left(\left(s_{i}, m\right) \circ\left(s_{k}, p\right)\right)= \\
& \quad=\left\{t A^{*}\left(\left(s_{i}, m\right), x\right) \mid x \in \operatorname{Prefix} r, t A^{*}\left(\left(s_{i}, m\right), r\right)=\left(s_{j}, n\right)\right\} \cup\left\{\left(s_{k}, p\right)\right\}
\end{aligned}
$$

If the elements $\left(s_{i}, m\right),\left(s_{j}, n\right)$ and $\left(s_{k}, p\right)$ are not connected, then

$$
\begin{gathered}
\left(\left(s_{i}, m\right) \circ\left(s_{j}, n\right)\right) \circ\left(s_{k}, p\right)=\left\{\left(s_{i}, m\right),\left(s_{j}, n\right)\right\} \circ\left(s_{k}, p\right)= \\
=\left(\left(s_{i}, m\right) \circ\left(s_{k}, p\right)\right) \cup\left(\left(s_{j}, n\right) \circ\left(s_{k}, p\right)\right)=\left\{\left(s_{i}, m\right),\left(s_{j}, n\right),\left(s_{k}, p\right)\right\}
\end{gathered}
$$

and similarly we obtain

$$
\left(s_{i}, m\right) \circ\left(\left(s_{j}, n\right) \circ\left(s_{k}, p\right)\right)=\left\{\left(s_{i}, m\right),\left(s_{j}, n\right),\left(s_{k}, p\right)\right\}
$$

Therefore " $\circ$ " is associative.
Moreover, $\forall\left(s_{i}, m\right) \in A$, we have

$$
\left(s_{i}, m\right) \circ A=A=A \circ\left(s_{i}, m\right)
$$

Notice that " $\circ$ " is not commutative.

Using this hypergroup, all the states at which the automaton can possibly be found, at a given moment $t$, may be effectively determined.

## §3. Automata and quasi-order hypergroups

In the following, some basic properties of automata are described, using their corresponding hyperstructures.

From now on, we shall denote an automaton by a triplet $(S, M, \tau)$, where $S$ is the set of states, $M$ the alphabet $(M \neq \emptyset)$ and $\tau=t^{*}: S \times M^{*} \longrightarrow S$ is the extended state transition function, satisfying the two conditions: $\tau(s, \lambda)=s, \forall s \in S$ and $\tau(s, a b)=\tau(\tau(s, a), b), \forall s \in S, \forall(a, b) \in M^{* 2}$.

A subautomaton of the automaton ( $S, M, \tau$ ) is an automaton ( $S_{0}, M, \tau_{0}$ ), where $S_{0} \subseteq S ; \tau_{0}$ is the restriction of $\tau$ on $S_{0} \times M^{*}$ and $\forall s_{0} \in S_{0}, \forall a \in M^{*}, \tau\left(s_{0}, a\right) \in S_{0}$.

If $S_{1} \subseteq S$, let us denote:

$$
\tau\left(S_{1}, M^{*}\right)=\left\{\tau\left(s_{1}, a\right) \mid s_{1} \in S_{1}, a \in M^{*}\right\}
$$

and $\tau\left(s_{1}, M^{*}\right)$ instead of $\tau\left(\left\{s_{1}\right\}, M^{*}\right)$.
We shall consider only the automata with nonempty state sets.
17. Definition. A nonempty subautomaton $\left(S_{0}, M, \tau\right)$ of an automaton $(S, M, \tau)$ is called separated if $\tau\left(S-S_{0}, M^{*}\right) \cap S_{0}=\emptyset$. An automaton, with no separated proper subautomaton is called connected. An automaton ( $S, M, \tau$ ) is called strongly connected if $\forall(s, t) \in S^{2}, \exists a \in M^{*}$, such that $\tau(s, a)=t$.
18. Definition. An automaton ( $S, M, \tau$ ) is called retrievable if $\forall s \in S, \forall a \in M^{*}, \exists b \in M^{*}$, such that $\tau(s, a b)=s$.

It holds the following result:
19. Theorem. An automaton is retrievable if and only if it is a union of its strongly connected subautomata. ([17]).

With any automaton ( $S, M, \tau$ ), we can associate a quasiorder hypergroup ( $S, \circ$ ) (that is $\forall(s, t) \in S^{2}$, we have $s \in s^{2}=s^{3}$
and $\left.s \circ t=s^{2} \cup t^{2}\right)$ in the following manner:

$$
s \circ t=\tau\left(s, M^{*}\right) \cup \tau\left(t, M^{*}\right)
$$

Indeed, $\forall(s, t) \in S^{2},\{s, t\} \subset s \circ t$, so $s \circ t \neq \emptyset$.
Moreover, $s \circ t=s^{2} \cup t^{2}$, since $s^{2}=\tau\left(s, M^{*}\right)$. We also have:

$$
\begin{aligned}
s^{3} & =\bigcup_{u \in \tau\left(s, M^{*}\right)} s \circ u=\tau\left(s, M^{*}\right) \cup \bigcup_{u \in \tau\left(s, M^{*}\right)} \tau\left(u, M^{*}\right)= \\
& =s^{2} \cup\left\{\tau\left(\tau\left(s, a_{1}\right), a_{2}\right) \mid\left(a_{1}, a_{2}\right) \in M^{* 2}\right\}= \\
& =s^{2} \cup\left\{\tau\left(s, a_{1} a_{2}\right) \mid a_{1} a_{2} \in M^{*}\right\}=s^{2} \cup \tau\left(s, M^{*}\right)=s^{2} \cup s^{2}=s^{2}
\end{aligned}
$$

Notice that $\forall(s, t) \in S^{2}$, we have

$$
s \circ t=\tilde{\rho}(s) \cup \tilde{\rho}(t), \text { where } \tilde{\rho} \subset S^{2}
$$

is defined as follows:
$\widetilde{\rho}$ is the transitive closure of $\rho$, where $\rho \subset S^{2}$ and $s \rho t \Longleftrightarrow \exists a \in M: \tau(s, a)=t$.
20. Definition. A quasi-order hypergroup $<H, \circ>$ is called an order hypergroup if $\forall(a, b) \in H^{2}$, the following implication holds:

$$
a^{2}=b^{2} \Longrightarrow a=b
$$

21. Definition. A commutative hypergroup $<H, \circ>$ is called inner irreducible if for every subhypergroups $H_{1}$ and $H_{2}$ of $H$, such that $H=H_{1} \circ H_{2}$, we have $H_{1} \cap H_{2} \neq \emptyset$.

Now, let us see some relationships between some properties of automata and of their corresponding hypergroups.

## 22. Theorem.

1) An automaton $(S, M, \tau)$ is connected if and only if its state hypergroup ( $S, \circ$ ) is inner irreducible.
2) An automaton $(S, M, \tau)$ is strongly connected if and only if its state hypergroup $(S, \circ)$ satisfies the condition $\forall s \in S, S=s^{2}$.
3) An automaton $(S, M, \tau)$ is retrievable if and only if for any inner irreducible subhypergroup ( $K, \circ$ ) of the state hypergroup $(S, \circ)$, there exists $k \in K$, such that $K=k^{2}$.

Proof. 1) " $\Longrightarrow$ " Let us consider ( $S, M, \tau$ ) a connected automaton and $S_{1}, S_{2}$ subhypergroups of ( $S, \circ$ ), such that $S=S_{1} \circ S_{2}$.

We have $\forall s_{1} \in S_{1}, \forall a \in M^{*}, \tau\left(s_{1}, a\right) \in \tau\left(s_{1}, M^{*}\right)=s_{1} \circ s_{1} \subset S_{1}$, so $\left(S_{1}, M, \tau_{1}\right)$ is a subautomaton of $(S, M, \tau)$, where $\tau_{1}=\tau / S_{1} \times M^{*}$. Since $(S, M, \tau)$ is connected, it follows $\tau\left(S-S_{1}, M^{*}\right) \cap S_{1} \neq \emptyset$, whence $\exists\left(t_{1}, t_{2}\right) \in\left(S-S_{1}\right) \times S_{1}, \exists a \in M^{*}$, such that $\tau\left(t_{1}, a\right)=t_{2} \in$ $\in \tau\left(t_{1}, M^{*}\right)=t_{1} \circ t_{1}$. Since $S=S_{1} \circ S_{2}$ it follows that $\exists(u, v) \in$ $\in S_{1} \times S_{2}$, such that $t_{1} \in u \circ v=\tau\left(u, M^{*}\right) \cup \tau\left(v, M^{*}\right)$.

We have $\tau\left(u, M^{*}\right)=u \circ u \subset S_{1}, \tau\left(v, M^{*}\right)=v \circ v \subset S_{2}$ and $t_{1} \in S-S_{1}$, so $t_{1} \in v \circ v$, hence $t_{2} \in t_{1} \circ t_{1} \subseteq(v \circ v) \circ(v \circ v)=v^{3} \circ v=$ $=v^{2} \subset S_{2}$. Then $t_{2} \in S_{1} \cap S_{2}$, that is $S_{1} \cap S_{2} \neq \emptyset$, and so it follows that the state hypergroup ( $S, \circ$ ) is inner irreducible.
$" \Longleftarrow "$ Now, let ( $S, \circ$ ) be an inner irreducible hypergroup and suppose that the automaton ( $S, M, \tau$ ) is disconnected. Then there exists a separated proper subautomaton $\left(S, M, \tau_{1}\right)$ of $(S, M, \tau)$, that means

$$
\tau\left(S-S_{1}, M^{*}\right) \cap S_{1}=\emptyset, \text { so } \tau\left(S-S_{1}, M^{*}\right) \subseteq S-S_{1}
$$

that is $\left(S-S_{1}, \circ\right.$ ) is a subhypergroup of $(S, \circ)$.
Since $\tau_{1}\left(S_{1}, M^{*}\right) \subseteq S_{1}$, it follows that $\left(S_{1}, o\right)$ is also a subhypergroup of ( $S, \circ$ ).

Moreover, since $\forall s \in S, \tau(s, \lambda)=s$ it follows that $\tau\left(S_{1}, M^{*}\right)=$ $=S_{1}$ and $\tau\left(S-S_{1}, M^{*}\right)=S-S_{1}$. We have $\left(S-S_{1}\right) \circ S_{1} \subseteq S$. On the other hand, if $s \in S-S_{1}$, then we consider an arbitrary element $t$ of $S_{1}$ and, if $s \in S_{1}$, we consider an arbitrary $t$ in $S-S_{1}$, We have

$$
s \in \tau\left(s, M^{*}\right) \cup \tau\left(t, M^{*}\right)=s \circ t=t \circ s \subset\left(S-S_{1}\right) \circ S_{1}
$$

Therefore $S=\left(S-S_{1}\right) \circ S_{1}$, which is a contradiction with the fact that ( $S, \circ$ ) is inner irreducible.
2) " $\Longrightarrow$ " Suppose that the automaton $(S, M, \tau)$ is strongly connected. Let $s \in S$. We have $\operatorname{sos} \subset S$ and $\forall t \in S, \exists a \in M^{*}$, such that $t=\tau(s, a) \in \tau\left(s, M^{*}\right)=s \circ s$, so $S \subseteq s \circ s$, whence $S=s^{2}$.
$" \Longleftarrow "$ Conversely, for any $s \in S$, we have $S=s^{2}=\tau\left(s, M^{*}\right)$ and so $\forall t \in S, \exists a \in M^{*}$ such that $t=\tau(s, a)$, whence $(S, M, \tau)$ is a strongly connected automaton.
3) " $\Longrightarrow "$ Let $(S, M, \tau)$ be a retrievable automaton. It means that $(S, M, \tau)$ is a union of its strongly connected subautomata $\left(S_{i}, M, \tau_{i}\right), i \in I$, where $S_{i} \cap S_{j}=\emptyset$ for $(i, j) \in I^{2}, i \neq j$, (otherwise, if $S_{i} \cap S_{j} \neq \emptyset$, we would have $S_{i}=S_{j}$; indeed, if $s \in S_{i} \cap S_{j}$ and $t$ is arbitrary in $S_{i}$, then $\exists a \in A^{*}$, such that $t=\tau_{i}(s, a)=\tau_{j}(s, a) \in S_{j}$, so $S_{i} \subset S_{j}$ and, similarly, $S_{j} \subset S_{i}$ ).

Moreover, $(T, \circ)$ is a subhypergroup of $(S, \circ)$ if and only if there is $J \subseteq I, J \neq \emptyset$, such that $T=\bigcup_{i \in J} S_{i}$. The subhypergroup $(T, \circ$ ) of ( $S, \circ$ ) is inner irreducible if and only if $\exists j \in I$, such that $T=S_{j}$.

Indeed, if $T=\bigcup_{k \in J} S_{k}$ and $J$ is a subset of $I$, containing at least two elements, then $\forall i \in J$, we have

$$
S_{i} \circ\left(\bigcup_{\substack{k \in J \\ k \neq i}} S_{k}\right)=T \text { and } S_{i} \cap\left(\bigcup_{\substack{k \in J \\ k \neq i}} S_{k}\right)=\emptyset
$$

contradiction with the fact that $(T, \circ)$ is inner irreducible.
According with 2) we obtain that $\forall i \in I, S_{i}=s_{i}^{2}$ for any $s_{i} \in S_{i}$, therefore for any inner irreducible subhypergroup ( $T, \circ$ ) of ( $S$, o) we have $T=S_{i}$ for some $i \in I$ and $S_{i}=s_{i}^{2}$ for any $s_{i} \in S_{i}=T$.
$" \Longleftarrow "$ Since any inner irreducible subhypergroup ( $T, \circ$ ) of $(S, \circ$ ) can be written as $T=t^{2}$, for some $t \in T$ it follows, according to 2 ),
that $(T, M, \tau / T)$ is a strongly connected subautomaton of $(S, M, \tau)$. On the other hand, we have:

$$
S=\bigcup_{t \in S} t^{2}=\bigcup_{\substack{(\tau, 0) \\ \text { subhypergroup of }(S, \circ)}} T
$$

so the automaton $(S, M, \tau)$ is retrievable.
In the following, we shall give necessary and sufficient conditions, such that the state hypergroup ( $S, \circ$ ) of an automaton $(S, M, \tau)$ is a join space.
23. Proposition. Let $(S, r)$ be a quasi-order set and $\left(S, \circ_{r}\right)$ the quasi-order hypergroup defined as follows:

$$
\forall(s, t) \in S^{2}, s \circ_{r} t=r(s) \cup r(t) .
$$

Then the following two conditions are equivalent:

1) the hypergroup $\left(S, \circ_{r}\right)$ is a join space;
2) if $a$ and $b$ are arbitrary elements of $S$ such that $\exists x \in S$, for which xra and xrb, then $\exists y \in S$, such that ary and bry.

Proof. 1) $\Longrightarrow 2)$ Since $x r a$ and $x r b$ it follows $\{a, b\} \subset r(x)$, so $x \in a / b \cap b / a$ and since ( $S, \mathrm{o}_{r}$ ) is a join space, we obtain tht $a^{2} \cap b^{2} \neq \emptyset$, that is $r(a) \cap r(b) \neq \emptyset$, whence $\exists y \in r(a) \cap r(b)$, that means ary and bry.
$2) \Longrightarrow 1)$ Let $(a, b, c, d) \in S^{4}$, such that $a / b \cap c / d \ni x$, for some $x \in S$. It follows $a \in r(b) \cup r(x)$ and $c \in r(d) \cup r(x)$.

We have the following situations:
$\left.1^{\circ}\right)\{a, c\} \subset r(x)$. Then, by 2), it follows $\exists y \in r(a) \cap r(b)$, whence $(r(a) \cup r(d)) \cap(r(b) \cup r(c)) \neq \emptyset$, that is $a \circ_{r} d \cap b \circ_{r} c \neq \emptyset$.
$\left.2^{\circ}\right) a \in r(b)$ and $c \in r(d)$. Then $a \in r(a) \cap r(b)$ so $a \circ_{r} d \cap b \circ_{r} c \neq \emptyset$.
$\left.3^{\circ}\right) a \in r(x)$ and $c \in r(d)$. Then $c \in r(c) \cap r(d)$, so $a \circ_{r} d \cap b \circ_{r} c \neq \emptyset$.
$\left.4^{\circ}\right) a \in r(b)$ and $c \in r(x)$. Then $a \in r(a) \cap r(b)$, so $a \circ_{r} d \cap b \circ_{r} c \neq \emptyset$.
Therefore, $\left(S, \circ_{r}\right)$ is a join space.
24. Theorem. Let $(S, M, \tau)$ be an automaton and $(S, \circ)$ the associated state hypergroup. The following conditions are equivalent:

1) the hypergroup $(S, \circ)$ is a join space;
2) for any $(s, t) \in S^{2}$, for which $\exists u \in S$, such that $s \circ t \subseteq u^{2}$, there exists $v \in S$ with the property $v^{2} \subseteq s^{2} \cap t^{2}$.
3) for any $(s, t) \in S^{2}$, for which $\exists(a, b) \in M^{* 2}, \exists u \in S$, such that $\tau(u, a)=s, \tau(u, b)=t$, we have that $\exists(c, d) \in M^{* 2}$, such that $\tau(s, c)=\tau(t, d)$.

Proof. 1$) \Longrightarrow 2$ ) Let $r$ be the quasi-order on $S$, which determines the hyperoperation " $\circ$ ". Notice that $r$ is the transitive closure of the relation $\rho \subset S^{2}$ defined as follows:

$$
s_{1} \rho s_{2} \Longleftrightarrow \exists a \in M, \tau\left(s_{1}, a\right)=s_{2} .
$$

Let $(s, t) \in S^{2}$, such that $\exists u \in S: s \circ t \subseteq u^{2}$, that is $r(s) \cup r(t) \subseteq$ $\subseteq r(u)$, whence we obtain $s \in r(u)$ and $t \in r(u)$. By the previous proposition, it follows that $\exists v \in S$, such that $v \in r(s), v \in r(t)$. Then $r(v) \subseteq r^{2}(s) \cap r^{2}(t) \subseteq r(s) \cap r(t)$, that is $v^{2} \subseteq s^{2} \cap t^{2}$.
$2) \Longrightarrow 3$ ) Using the above defined quasi-order $r$, we have

$$
\forall s \in S, r(s)=\tau\left(s, M^{*}\right)
$$

Let $(s, t) \in S^{2}$ such that $\exists(a, b) \in M^{* 2}, \exists u \in S: \tau(u, a)=s$ and $\tau(u, b)=t$. Then $s \in r(u)$ and $t \in r(u)$, whence $s \circ t=r(s) \cup$ $\cup r(t) \subseteq r^{2}(u) \cup r^{2}(u)=r^{2}(u) \subseteq u^{2}$. By 2) it follows that $\exists v \in S$ such that $v^{2} \subseteq s^{2} \cap t^{2}$, hence $v \in v^{2} \subseteq r(s) \cap r(t)$, that is $s r v$ and $t r v$.

By the definition of $r$, it follows that there exists $(c, d) \in M^{* 2}$, such that

$$
\tau(s, c)=v \text { and } \tau(t, d)=v
$$

hence $\tau(s, c)=\tau(t, d)$.
$3) \Longrightarrow 1$ ) Considering the relation $r$ defined as follows:

$$
s r t \Longleftrightarrow \exists a \in M^{*}: \tau(s, a)=t,
$$

we obtain that 3 ) is exactly the condition 2) of the previous proposition, so 3$) \Longrightarrow 1$ ).

## Chapter 7

## Cryptography

For ages, cryptography has been used in military and diplomatic communication, in order to make the meaning of transmitted messages incomprehensible to unauthorized users.

As Francis Bacon said, "The art of ciphering, half for relative an art of deciphering, by supposition unprofitable, but as things are, of great use". Lately, W. Diffie and M. Hellman [126] point out the new directions in Cryptography.

In this chapter, we have presented some hyperstructures derived from generalized designs and some cryptographic interpretations on hyperstructures. As being a science in a continuous development, ciphering can still be improved, using a relative new theory, that one of Hyperstructure Theory.

## §1. Algebraic cryptography and hypergroupoids

The study of sending messages methods, which cannot be read by an unauthorized person, is called cryptography.

One of the most famous cryptography code was introduced before 1500 by the Frenchman Blaise de Vigenere. This code was un-
breakable for more than three hundred years. The Vigenere square is one of the first algebraic structures of the history, probably the first one; its ancient name was ZIRUPH. This square is isomorphic to the additive group of residues modulo 26 .

A Prussian officer broke the Vigenere code in 1860, using a statistical text: the Kasisky text.

In few words, we explain how a message can be sent to a receiver, using an algebraic cipher system.

Let us consider a finite set $A$, called alphabet, a subset $K$ of $A$, called key-set and a binary operation on $A$, called enciphering. The message to be sent (called cleartext) is written with the elements of the alphabet $A$. Using the elements of $K$, we construct a so-called keyword, writing the elements of $K$, one after the other, respecting the lengths of the cleartext words. We transform the cleartext into a ciphertext, using the keyword, in the following manner: each element of the cleartext is replaced by the result of enciphering this element with the corresponding element of the keyword. The obtained ciphertext is sent to the receiver.

In order to reconstruct the initial message, $\forall k \in K, \forall a \in A$, the equation $k * x=a$ must have a unique solution, that means $\forall k \in K,(k * x)_{x \in A}$ must be a permutation of the alphabet $A$.

Example. Let $(A, *)$ be a finite groupoid and $K \subseteq A$, such that $\forall(k, a) \in K \times A$, the equation $k * x=a$ has a unique solution in $A$.

Suppose

$$
\begin{aligned}
& A=\{a, b, c, d, e, f, \ldots, z, t\} \text { and } \\
& K=\{u, v, z, t\}
\end{aligned}
$$

cleartext: hypergroups have applications
keyword: uvztuvztuvz tuvz tuvztuvztuvz
ciphertext:

$$
\begin{aligned}
& (u * h)(v * y)(z * p)(t * e)(u * r)(v * g)(z * r)(t * o)(u * u)(v * p)(z * s) \\
& (t * h)(u * a)(v * v)(z * e) \\
& (t * a)(u * p)(v * p)(z * \ell)(t * i)(u * c)(v * a)(z * t)(t * i)(u * o)(v * n)(z * s)
\end{aligned}
$$

Using the hyperstructures, we can construct some more sophisticated cryptographic systems.

This topic has been investigated by L. Berardi, F. Eugeni and St. Innamorati and more recently, by R. Migliorato and G. Gentile. In the following, we shall present some results of Berardi, Eugeni and Innamorati.

1. In this case, the key-word contains two secrets: the alphabet and the length of ciphering. The enciphering is now a hyperoperation.

Example. Let

$$
\begin{aligned}
& A=\{a, b, c, \ldots, z\} \text { and } \\
& K=\{b, a, d\}
\end{aligned}
$$

the length of ciphering: 2 (corresponding to $b$ ), 1 (corresponding to $a), 4$ (corresponding to $d$ ) and let us consider a hyperoperation "*" on $A$, such that $\forall k \in K, \forall(x, y) \in A^{2}$, we have

$$
k * x=k * y \Longrightarrow x=y
$$

Let us consider

$$
\begin{aligned}
& b * h=\text { in } \\
& a * y=\mathrm{t} \\
& d * p=\text { eres } \\
& b * e=\mathrm{ti} \\
& a * r=\mathrm{n} \\
& d * g=\text { gand } \\
& b * r=\text { be } \\
& a * o=\text { a } \\
& d * u=\text { utif } \\
& b * p=\text { ul }
\end{aligned}
$$

cleartext: hypergroup
keyword: badbadbadb
Therefore, the ciphertext is: interestingandbeautiful.
2. Variable-size cipher system. Let $(A, *)$ be a hypergroupoid and $H$ the set of idempotents of $(A, *)$. ( $h$ is idempotent if
$h * h=h$.) The alphabet is $A$. We use two keys: a main key (that belongs to $A-H$ ) and a special key (that belongs to $H$ ).

The codification consists in ciphering any clearletter $m$ by the secret main key $k$, and then, in writting the special key $h$ after the cipher $k * m$.

If the cleartext is: $m_{1} m_{2} \ldots m_{t} m_{t+1} \ldots m_{s} m_{s+1} \ldots$ the main key is: $k_{1} k_{2} \ldots k_{s} k_{1} k_{2} \ldots$ and the special key is: $h_{1} h_{2} \ldots h_{t} h_{1} h_{2} \ldots$ then, the ciphertext is:

$$
\left[k_{1} * m_{1}\right] h_{1} * h_{1}\left[k_{2} * m_{2}\right] h_{2} * h_{2} \ldots\left[k_{t} * m_{t}\right] h_{t} * h_{t} \ldots
$$

and, since "*" is a hyperoperation, we obtain

$$
a_{1} a_{2} \ldots a_{i} h_{1} b_{1} b_{2} \ldots b_{j} h_{2} \ldots z_{1} z_{2} \ldots z_{g} h_{t} \ldots
$$

The receiver knows the special key, but he does not know the position of the special key in the ciphertext. Notice that the cipher $k * m$ could contain the special key $h$, as in the following example:
ciphertext: albdebfanm
special key: bmbm...
We have two possibilities: the ciphers could be:
al; debfan or
albde; fan.
We can avoid this situation, assuming that for every $k$ of the main key, the corresponding row $\{k * x\}_{x \in A}$ is a Sperner family, which does not happen in our case (indeed, we have "alCalbde" and "fancdebfan"). Remember that a family $\mathcal{R}$ of subsets of $A$ is a Sperner family if

$$
\forall(X, Y) \in \mathcal{R}^{2}, \text { neither } X \subset Y \text { nor } Y \subset X
$$

3. The next procedure is called "how to share pieces of messages". The idea is the following one: the sender transmits the secret message to two receivers using two different algorithms $f$ and $g$, respectively, such that none of them can read the message without the permission of the other one. None of the receivers knows the algorithms $f$ and $g$, but they know an algorithm $F$ that computes the secret message $m$ by the two cipher messages $f(m)$ and $g(m)$, that is they know an algorithm $F$, such that $F(f(m), g(m))=m$.

## §2. Cryptographic interpretation of some hyperstructures

Let us notice that hyperstructures derived from linear spaces can be obtained; these hyperstructures have cryptographic interpretation.
4. Definition. A geometric space is a pair $(P, \mathcal{B})$, where $P$ is a finite set of elements, called points and $\mathcal{B}$ is a family of subsets of $P$, called blocks.

A linear space is a geometrical space for which, through any two distinct points there is a unique block, said line.

Let us denote by $L(x, y)$ the line through the different points $x$ and $y$ of $P$ and let us define the following hyperoperation on $P$ :

$$
\forall(x, y) \in P^{2}, x * y= \begin{cases}\{x\}, & \text { if } x=y \\ L(x, y), & \text { if } x \neq y\end{cases}
$$

The hyperstructure $(P, *)$ is a quasi-hypergroup.
Other examples of hyperstructures, associated with nonprojective linear spaces or reducible projective spaces, are presented in [24].

Notice that, from the cryptographic point of view, it is not very useful to consider hyperstructures having a kind of regularity, for reasons we shall present below.
5. Theorem. A hypergroup $(A, *)$, with $A=\mathbb{Z}_{n}$, satisfies the following conditions:

1) $\forall(i, j) \in A^{2}, \operatorname{card}(i * j)=i+1$.
2) $\forall(i, h, k) \in A^{3}, h \neq k \Longrightarrow i * h \neq i * k$.
if and only if the hyperstructure "*" is defined as follows:

$$
\forall(i, j) \in A^{2}, i * j=j+\{0,1, \ldots, i\}
$$

Proof. " " Immediate.
$" \Longrightarrow "$ Set $\forall(i, j) \in A^{2}, i * j=\left\{x_{0}^{i * j}, \ldots, x_{i}^{i * j}\right\}$, where $k<h \Longrightarrow$ $x_{k}^{i * j}<x_{h}^{i * j}$. Since $(A, *)$ is a hypergroup, the conditions 1) and 2) hold.

The proof consists in the following phases:
I) We shall verify that $\forall i \in A, 0 * i=\{i\}$. We have

$$
0 *(i * 0)=0 *\left\{x_{0}^{i * 0}, \ldots, x_{i}^{i * 0}\right\}=\bigcup_{j=0}^{i}\left(0 * x_{j}^{i * 0}\right)
$$

But card $\left(0 * x_{j}^{i * 0}\right)=1$ and, by 2$)$, it follows that the elements $0 * x_{0}^{i * 0}, \ldots, 0 * x_{i}^{i * 0}$ are different. Therefore, $\forall i \in A$, card $0 *(i * 0)=i+1$.

On the other hand, $(0 * i) * 0=\left\{x_{0}^{0 * i}\right\} * 0=x_{0}^{0 * i} * 0$, whence $\forall i \in A, \operatorname{card}((0 * i) * 0)=x_{0}^{0 * i}+1$. Since $(A, *)$ is a hypergroup, we have $\forall i \in A, x_{0}^{0 * i}=i$, hence $\forall i \in A, 0 * i=\left\{x_{0}^{0 * i}\right\}=\{i\}$.
II) Now, we shall check that

$$
\forall i \in A, i * 0=\{0, \ldots, i\}
$$

By I), we have $0 * 0=\{0\}$, so

$$
i *(0 * 0)=i *\{0\}=i * 0=\left\{x_{0}^{i * 0}, \ldots, x_{i}^{i * 0}\right\}
$$

Therefore, $\forall i \in A, \operatorname{card}(i *(0 * 0))=i+1$.
On the other hand, $(i * 0) * 0=\left\{x_{0}^{i * 0}, \ldots, x_{i}^{i * 0}\right\} * 0=\bigcup_{j=0}^{i}\left(x_{j}^{i * 0} * 0\right)$. Therefore, $\forall i \in A$,

$$
i+1=\operatorname{card}(i *(0 * 0))=\operatorname{card}((i * 0) * 0)=\operatorname{card} \bigcup_{j=0}^{i}\left(x_{j}^{i * 0} * 0\right)
$$

The set $(i * 0) * 0$ is a union of non-empty sets. Hence each subset of this union contains at most $1+i$ elements, that is $\forall j \in\{0, \ldots, i\}$, $\operatorname{card}\left(x_{j}^{i * 0} * 0\right) \leq i+1$. By 1$),\left(x_{j}^{i * 0} * 0\right)$ has exactly $x_{j}^{i * 0}+1$ elements, so $\forall j \in\{0, \ldots, i\}, x_{j}^{i * 0} \leq i$. The elements $x_{0}^{i * 0}, \ldots, x_{i}^{i * 0}$ of $i * 0$ are distinct, so, $\forall i \in A, i * 0=\{0, \ldots, i\}$.
III) We prove that

$$
\forall(i, j) \in A^{2}, h \in\{0, \ldots, i\} \text { we have } h * j \subseteq i * j
$$

By I) and II), $\forall(i, j) \in A^{2}$, we have

$$
i * j=i *(0 * j)=(i * 0) * j=\{0, \ldots, i\} * j=\bigcup_{h=0}^{i} h * j
$$

whence $\forall h \in\{0, \ldots, i\}, h * j \subseteq i * j$.
IV) We shall verify the implication:

$$
(\forall h \leq i, h+j \in h * j) \Longrightarrow i * j=\{j, j+1, \ldots, j+i\}
$$

Let $h+j \in h * j$, for all $h \leq i$. Then

$$
\{j, j+1, \ldots, j+i\} \subseteq \bigcup_{h=0}^{i} h * j \subseteq i * j
$$

But $\operatorname{card}(i * j)=i+1$, so we have

$$
i * j=\{j, j+1, \ldots, j+i\}
$$

V) Notice that, if $\forall(i, j) \in A^{2}, i+j \in i * j$, then the theorem is obtained directly from IV). So, we shall verify that this condition holds.
VI) We prove that $\forall(i, j) \in A^{2}, j+i \in i * j$. Suppose that $\exists\left(u_{0}, v_{0}\right) \in A^{2}$, such that $u_{0}+v_{0} \notin v_{0} * u_{0}$ and let $v$ be the smallest element of $A$, such that $\exists u_{1} \in A: u_{1}+v \notin v * u_{1}$. By I ), it follows $v \neq 0$. Let $u$ be the smallest element of $A$, such that

$$
u+v \notin v * u
$$

By IV), we have

$$
\begin{aligned}
& \forall(i, j) \in A^{2}, i<v \Longrightarrow j+i \in i * j \Longrightarrow i * j=\{j, j+1, \ldots, j+i\} \\
& \forall j \in A, j<u \Longrightarrow j+v \in v * j \Longrightarrow v * j=\{j, j+1, \ldots, j+v\}
\end{aligned}
$$

Particularly, $(v-1) * u=\{u, u+1, \ldots, u+v-1\}$.
By III), we have $(v-1) * u \subset v * u$.
On the other hand, $\operatorname{card}(v * u)=v+1$ and since $u+v \notin v * u$, the set $v * u-\{u, u+1, \ldots, u+v-1, u+v\}$ has only an element $x$. Then $v * u=\{u, u+1, \ldots, u+v-1\} \cup\{x\}$.
Possibilities:

$$
\begin{aligned}
& 1^{\circ} x \in\{u+v+1, \ldots, n-1\}, \\
& 2^{\circ} x \in\{0,1, \ldots, u-1\} .
\end{aligned}
$$

$1^{\circ}$ If $x \in\{u+v+1, \ldots, n-1\}$, then $v * u=\left\{x_{0}^{v * u}, \ldots, x_{r}^{v * u}\right\}$, where $x_{s}^{v * u}=u+s$, for $s \in\{0, \ldots, v-1\}$ and $x_{v}^{v * u}=x$. We have

$$
(v * u) * 0=\left\{x_{0}^{v * u}, \ldots, x_{v}^{v * u}\right\} * 0=\bigcup_{j=0}^{v}\left(x_{j}^{v * u} * 0\right)
$$

and using III, we obtain

$$
\bigcup_{j=0}^{v}\left(x_{j}^{v * u} * 0\right)=x_{v}^{v * u} * 0 .
$$

Therefore $(v * u) * 0=\left\{0, \ldots, x_{v}^{v * u}\right\}=\{0, \ldots, x\}$, whence $u+v \in(v * u) * 0$. Moreover,

$$
\begin{aligned}
v * & (u * 0)=v *\{0, \ldots, u\}=\bigcup_{j=0}^{u} v * j=\left(\bigcup_{j=0}^{u} v * j\right) \cup(v * u)= \\
& =\{0,1, \ldots, u+v-1\} \cup\left\{x_{0}^{v * u}, \ldots, x_{v}^{v * u}\right\}= \\
& =\{0,1, \ldots, u+v-1\} \cup\{u, u+1, \ldots, u+v-1, x\}= \\
& =\{0,1, \ldots, u+v-1, x\},
\end{aligned}
$$

whence it follows $u+v \notin v *(u * 0)=(v * u) * 0$, a contradiction.
$2^{\circ}$ If $x \in\{0,1, \ldots, u-1\}$, then we have $v * u=\left\{x_{0}^{v * u}, \ldots, x_{v}^{v * u}\right\}$, where $x_{0}^{v * u}=x$ and $x_{s}^{v * u}=u+s-1$, for $s \in\{1, \ldots, v\}$.

Then, $v * u=\left\{x_{0}^{v * u}, \ldots, x_{v}^{v * u}\right\}=\{x\} \cup\{u, u+1, \ldots, u+v-1\}$, where $v \neq 0$.

If $v>1$, we obtain easily a contradiction. Indeed, let us consider:

$$
\begin{aligned}
(v & -1) *(1 * u)=(v-1) *\{u, u+1\}= \\
& =((v-1) * u) \cup((v-1) *(u+1))= \\
& =\{u, u+1, \ldots, u+v-1\} \cup\{u+1, u+2, \ldots, u+v\}= \\
& =\{u, \ldots, u+v\}
\end{aligned}
$$

On the other hand,

$$
((v-1) * 1) * u=\{1, \ldots, v\} * u=\bigcup_{j=1}^{v} j * u=v * u=\{x, u, \ldots, u+v-1\}
$$

Therefore, $\{u, \ldots, u+v\}=\{x, u, \ldots, u+v-1\}$, a contradiction.
By 2), we have $v *(u-1) \neq v * u$, hence $x \neq u-1$, whence $u \notin\{0,1\}$.

We shall prove that $v=1$ implies $u=1$, which is in contradiction with $u \notin\{0,1\}$. First, we prove that if $u>s-1$, then

$$
s *(u-1)=\{x, x+1, \ldots, x+s-2, u-1, u\} \text { for } s \in\{2, \ldots, u\}
$$

For $s=2$, we have

$$
\begin{aligned}
& 1 *(1 *(u-1))=1 *\{u-1, u\}=(1 *(u-1)) \cup(1 * u)= \\
& \quad=\{u-1, u\} \cup\{x, u\}=\{x, u-1, u\} \text { and } \\
& (1 * 1) *(u-1)=\{1,2\} *(u-1)=(1 *(u-1)) \cup(2 *(u-1))= \\
& \quad=2 *(u-1)
\end{aligned}
$$

whence $2 *(u-1)=\{x, u-1, u\}$.
Suppose the assertion true for $s-1$ and we shall prove it for $s$ (where $s \leq c$ ). We have:

$$
\begin{aligned}
& 1 *((s-1) *(u-1))=1 *\{x, x+1, \ldots, x+s-3, u-1, u\}= \\
& \quad=\{x, x+1\} \cup\{x+1, x+2\} \cup \ldots \cup\{x+s-3, x+s-2\} \cup \\
& \cup\{u-1, u\} \cup\{x, u\}=\{x, x+1, \ldots, x+s-2, u-1, u\} \text { and } \\
& (1 *(s-1)) *(u-1)=\{s-1, s\} *(u-1)= \\
& \quad=((s-1) *(u-1)) \cup(s *(u-1))=s *(u-1) .
\end{aligned}
$$

Therefore, $s *(u-1)=\{x, x+1, \ldots, x+s-2, u-1, u\}$.
Let us consider $u=s$. We have

$$
\begin{aligned}
& 1 *(s *(u-1))=1 *\{x, x+1, \ldots, x+s-2, u-1, u\}= \\
& \quad=\{x, x+1\} \cup\{x+1, x+2\} \cup \ldots \cup\{x+s-2, x+s-1\} \cup \\
& \cup\{u-1, u\} \cup\{x, u\}=\{x, x+1, \ldots, x+s-1, u-1, u\} \text { and } \\
& (1 * s) *(u-1)=\{x, s\} *(u-1)=(x *(u-1)) \cup(s *(u-1))= \\
& \quad=s *(u-1)=\{x, x+1, \ldots, x+s-2, u-1, u\},
\end{aligned}
$$

whence we obtain $x+s-1=u-1$ and since $s=u$, it follows $x=0$. Therefore

$$
u *(u-1)=\{0,1, \ldots, u-1, u\}=u * 0
$$

and by 2 ) it follows $u-1=0$, that is $u=1$.
Therefore, the both possibilities for $x$ lead us to contradictions. Then $\forall(i, j) \in A^{2}, j+i \in i * j$, and so, the theorem is completely proved.
6. Remark. Notice that for any $k \in\{1,2, \ldots, n-1\}$ the elements of the row $k$ (in the composition square) are sets of $k+1$ elements. The advantage of using this hyperstructure is the following one: we use dispositions instead of permutations and there are many more dispositions than permutations.

On the other hand, this hyperstructure is not very interesting from the cryptography point of view: indeed, it is the same as ciphering in such a way as to divide the cleartext in letters and to insert a number of letters equal to the key (because $\forall j \in A, j \in i * j$ and $\operatorname{card}(i * j)=i+1)$.

In constructing algebraic cryptosystems, it is very important to remember that: "Cryptography likes confusion"

## Chapter 8

## Codes

> In general, Code Theory and more precisely Error-Correcting Code Theory is one branch of applied mathematics, which massively uses algebraic methods and results.

> Through a channel, recall that Error-Correcting Code Theory is essential for all types of communications (for instance, telephonic communications, radio communications and so on).

> Among the most remarkable codes, we recall Hamming codes, $Q R$-codes, which are important classes of cyclic codes.

> We present below a connection between Steiner hypergroups and linear codes. We think that the study of this connection deserves to be studied in depth. For more details on Error-Correcting Codes, see [452], [454] and [457].
G. Tallini established connections between Code Theory and Hyperstructure Theory. We mention some of his results in §1 and in §3.

All the notions mentioned in this chapter are defined and studied in a very interesting book [454] on Combinatorics, Galois geometry and Codes. For a good understanding of the results of this chapter, we suggest the reader to examine this book. Thus, we shall present here some definitions we shall use in the following.

## §1. Steiner hypergroupoids and Steiner systems

1. Definition. A hypergroupoid $(H, \cdot)$ is called $n$-hypergroupoid of Steiner if it satisfies the following conditions:
(i) $\forall(x, y) \in H^{2}, x \in x y \ni y$.
(ii) $\forall(x, y) \in H^{2}, \operatorname{card}(x \cdot y)= \begin{cases}1, & \text { if } x=y \\ n, & \text { if } x \neq y .\end{cases}$
(ii) the associativity law holds for every three elements, not all distinct.

## 2. Remarks.

1. By (i), it follows that $(H, \cdot)$ is a quasi-hypergroup and by (i) and (ii), we obtain that $\forall x \in H, x x=\{x\}$ and $n \geq 2$.
2. By (iii) and 1), it follows:
$\forall(x, y) \in H^{2}, x(x y)=x y=(x y) y$ and $x(y x)=(x y) x$, whence we obtain $\forall(x, y) \in H^{2}, x \neq y, \forall(z, u) \in x y, z \neq u$, we have $x y=z u$ and so, it follows the commutativity.
3. Definition. An $n$-system of Steiner is a pair $(H, \mathcal{R})$, where $H$ is a non-empty set, whose elements will be called points and $\mathcal{R}$ is a family of subsets of $H$, called lines, such that the following conditions hold:
(i) any line has exactly $n$ points
(ii) for any two different points there is a unique line which contains them.

Let us see what is a Galois field.
Let $g \in \mathbb{Z}_{p}[X]$ (where $p$ is a prime), $g$ irreducible, such that $g$ has the degree $h \geq 2$. The field $\mathbb{Z}_{p}[X] /(g)$ has the order $q=p^{h}$ and it is called a Galois field of order $q$; we shall denote it by $G_{q}$.

Notice that any finite field of order $q=p^{h}$ is isomorphic with $G_{q}$.
4. Example of an $n$-system of Steiner. Any projective or affine space over a Galois field of order $q$ is an $n$-system of Steiner, with respect to its lines (where $n=q+1$ or $n=q$ ).
5. Theorem. With any n-system of Steiner, we can associate an n-hypergroupoid of Steiner and conversely.

Proof. Let $(H, \mathcal{R})$ be an $n$-system of Steiner. For $\forall(x, y) \in H^{2}$, let

$$
x \circ y= \begin{cases}x, & \text { if } x=y \\ \text { the line through } x \text { and } y, & \text { if } x \neq y\end{cases}
$$

We can easily check that ( $H, o$ ) is an $n$-hypergroupoid of Steiner and we shall call it the $n$-hypergroupoid of Steiner, associated with the $n$-system of Steiner $(H, \mathcal{R})$.

Conversely, if $(H, *)$ is an $n$-hypergroupoid of Steiner, then we consider the family

$$
\left\{x * y \mid(x, y) \in H^{2}, x \neq y\right\}, \text { denoted by } \mathcal{R}
$$

We shall verify that $(H, \mathcal{R})$ is an $n$-system of Steiner. Indeed, by (ii) of the definition of an $n$-hypergroupoid of Steiner, it follows that for all $(x, y) \in H^{2}, x \neq y$ we have $\operatorname{card}(x * y)=n$. By (i) of the same definition, $\forall(x, y) \in H^{2}, x \neq y$, there exists a line $x * y$, which contains $x$ and $y$.

Moreover, there exists a unique line, containing $x$ and $y$.
Indeed, if $(r, s) \in \mathcal{R}^{2}$ and $\{x, y\} \subset r \cap s$ and if $r=z * t$ (where $\left.(z, t) \in H^{2}, z \neq t\right)$ and $s=u * v$ (where $\left.(u, v) \in H^{2}, u \neq v\right)$, then $z * t=x * y=u * v$.

Hence $r=s$ and therefore, $(H, \mathcal{R})$ is an $n$-system of Steiner.
6. Definition. A hypergroup $(H, \circ)$ is called a Steiner hypergroup if the following conditions hold:
(i) $\forall x \in H, x \circ x=x$.
(ii) $\forall(x, y) \in H^{2}, x$ ney, we have $x \in x \circ y \ni y, x \circ y \neq H$ and $\operatorname{card}(x \circ y) \geq 3$.
(iii) $\forall(x, y) \in H^{2}, x \neq y, \forall z \in x \circ y, z \neq x$, we have $x \circ y=z \circ x$.

## 7. Remarks.

1. Any Steiner hypergroup is a commutative hypergroup (by (iii)).
2. In a Steiner hypergroup $(H, \circ)$, the following condition holds: $\forall(x, y) \in H^{2}, x \neq y, \forall\{u, v\} \subset x \circ y, u \neq v$, we have $x \circ y=$ $=u \circ v$. Indeed, if $u=x$, the above condition results from (iii) and from the commutativity. If $u \neq x$, then $v \in x \circ y=$ $=u \circ x=v \circ u=u \circ v$.
3. Theorem. With any finite Steiner hypergroup ( $H, \circ$ ), we can associate a finite irreducible projective space of dimension $\geq 2$ and conversely.

Proof. Let $\mathcal{F}=\left\{x \circ y \mid(x, y) \in H^{2}, x \neq y\right\}$. Since $\forall(x, y) \in H^{2}$, $x \neq y, \forall\{u, v\} \subset x \circ y, u \neq v$ we have $x \circ y=u \circ v$, it follows that $(H, \mathcal{F})$ is a projective space. Moreover, since $\forall(x, y) \in H^{2}, x \neq y$ we have $\operatorname{card}(x \circ y) \geq 3$ and $x \circ y \neq H$, we obtain that $(H, \mathcal{F})$ is a finite irreducible projective space $\mathbb{P}_{r}$ of dimension $r \geq 2$, that is either $P G(r, q)$, the projective space over the Galois field of order $q=\operatorname{card}(x \circ y)-1$ or a non-Desarguesian plane of order $q$ (see Theorem 13.1, [454]).

Conversely, let $\mathbb{P}_{r}$ be a finite irreducible projective space of dimension $\geq 2$. We can define on $\mathbb{P}_{r}$ the following hyperoperation: $\forall(x, y) \in \mathbb{P}_{r}^{2}, x \neq y, x \circ x=x$ and $x \circ y$ is the line through $x$ and $y$. Then ( $\mathbb{P}_{r}, \circ$ ) is a Steiner hypergroup.

## §2. Some basic notions about codes

The theory of codes finds out and corrects the errors, that can be introduced by the transmission of information from a source to a receiver.

Usually, the information is translated in a language with a small number of symbols, which are the elements of $\mathbb{Z}_{p}$ (where $p$ is a prime natural number).

Often, it is considered $p=2$. Any element of the message is represented by a finite sequence of symbols, which is called password. We shall consider codes with an invariable length, that means codes whose paswords contain the same number of symbols.

This number is called the code length.
Let $n$ be the length of a code $V$ over $\mathbb{Z}_{p}$. We consider a proper subset of $\mathbb{Z}_{p}^{n}$ as set of passwords.

The set of passwords must be different from ${ }^{2} \mathbb{Z}_{p}^{n}$, otherwise it is impossible to correct errors.

Indeed, if instead of a code password we receive another one, different from all the code passwords, then we notice an error. It is important that the set of code paswords contains only one password which is similar with the received password. Thus, any proper subset of $\mathbb{Z}_{p}^{n}$ is considered to be a code of length $n$ over $\mathbb{Z}_{p}$.

Let $V$ be such a code. The elements of $V$ are called passwords. If $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{Z}_{p}^{n}$ then the number

$$
w(x)=\operatorname{card}\left\{x_{i} \mid i \in\{1,2, \ldots, n\}, x_{i} \neq 0\right\}
$$

is called the Hamming weight (or weight) of $x$.
Let $(x, y) \in \mathbb{Z}_{p}^{n} \times \mathbb{Z}_{p}^{n}$. The weight of $x-y$ is called the Hamming distance (or distance) of $x$ and $y$ and it is denoted by $d(x, y)$.

The following conditions, which characterize the distance notion, are verified: for any $x, y, z$ in $\mathbb{Z}_{p}^{n}$ :

$$
\begin{aligned}
& d(x, y)=0 \text { if and only if } x=y \\
& d(x, y)=d(y, x) \\
& d(x, z) \leq d(x, y)+d(y, z)
\end{aligned}
$$

The minimum weight of $V$, denoted by $w$, is the minimum of the nonzero passwords weights of $V$.

The minimum distance of $V$, denoted by $d$, is the minimum of distances between two distinct elements of $V$.
$V$ is called a linear code if it is a subspace of the vectorial space $\mathbb{Z}_{p}^{n}$.

In a linear code, the minimum distance $d$ and the minimum weight $w$ are equal.

If $V$ is a linear code of length $n$, dimension $r$ and minimum weight $w$ (which is equal with $d$ ), then we say that $V$ is an $(n, w, r)-$ code.

If we write the elements of $V$ one below another, then we obtain the so-called book of $V$.

Let $V$ be a linear code of dimension $r$.
$V$ is uniquely determined by $r$ independent passwords of it. The matrix which has as lines these $r$ passwords is called the generated matrix of $V$.

Let $\quad H=\left(\begin{array}{c}x_{11} \cdots x_{1 n} \\ \cdots \ldots \ldots \ldots . . \\ x_{r 1} \cdots x_{r n}\end{array}\right)$ be a generated matrix of $V$

Let $c_{1}, c_{2}, \ldots, c_{r}$ be $r$ arbitrary elements in $\mathbb{Z}_{p}$. Then there is a unique password of $V$ whose first $r$ coordinates are exactly $c_{1}, c_{2}, \ldots, c_{r}$.

Therefore, the first $r$ coordinates are sufficient to obtain the information.

From $H$ we can obtain the so-called matrix of information composed by the first $r$ columns; the others $n-r$ columns form the check matrix (or parity check).

The rate of the code $V$ is the number $r / n$.
A reasonable code has a high rate and a high minimum distance.

If $d$ is the minimum distance of $V$, we can correct any password which has a number $h$ of errors (during the transmission), with $h<d / 2$. Indeed, if we receive $\bar{x}$ instead of $x \in V$, such that $d(\bar{x}, x)=h<d / 2$, then for any $y \in V, y \neq x$, we have $d \leq$ $\leq d(x, y) \leq d(x, \bar{x})+d(y, \bar{x})=h+d(y, \bar{x})<d / 2+d(y, \bar{x})$, whence
$d(y, \bar{x})>d-d / 2=d / 2$. Hence $x$ is the unique password of $V$, such that $d(x, \bar{x})<d / 2$.

Since the number of errors is $h<d / 2$, we can identify $x$ as the right password, obtained from $\bar{x}$.

An open problem is the following one: let $n$ and $r$ be known; we are interested to find the maximum value of $d$, such that there is an ( $n, d, r$ )-code.

## §3. Steiner hypergroups and codes

Now, recall some definitions (see [454]).
A projective plane is a pair $(\pi, \mathcal{R})$, where $\pi$ is a set, whose elements are called points and $\mathcal{R}$ is a family of subsets of $\pi$, called lines such that the following conditions hold:
(i) there is a unique line, containing two distinct points;
(ii) any two distinct lines has exactly one common point;
(iii) there exist four points, such that any three points of them are not collinear.

Let $\pi$ be a projective plane.
A subset $K$ of $\pi$ is called arc if any three points of $K$ are not collinear.

A line is called tangent of $K$ if its intersection with $K$ has exactly one point.

An oval $\Omega$ of $\pi$ is an arc such that for $\forall x \in \Omega$, there is exactly one tangent $t_{x}$ in $x$ to $\Omega$.

A hyperoval is an arc without tangents.
Let ( $H, \circ$ ) be a Steiner hypergroup with $n$ elements and let $\mathbb{P}_{r, q}=(H, \mathcal{F})$ be the associated projective space, where $r$ is the dimension and $q=\operatorname{card}(x \circ y)-1$.

Now, we order the points of $H$ and set $n=\nu_{r}=\sum_{i=0}^{r} q^{i}$. The characteristic function of each subset $X$ of $H$ determines a vector $\varphi(X)$ of $\mathbb{Z}_{2}^{n}$.

Let $\psi: H \times H \longrightarrow \mathbb{Z}_{2}^{n}-\{0\}=P G(n-1,2)$ (where $P G(n-1,2)$ is the $(n-1)$ dimensional projective space over $\left.\mathbb{Z}_{2}\right)$,

$$
\psi(x, y)=\varphi(x \circ y)
$$

Denote $K=\psi\left(H \times H-I_{H}\right)$, where $I_{H}=\{(x, x) \mid x \in H\}$. That means $K$ consists of all the points in $P G(n-1,2)$, whose coordinates are the characteristic functions of the lines of $\mathbb{P}_{r, q}$.

Let $\mathcal{L}$ be a family of lines of $\mathbb{P}_{r, q}$. We say that $\mathcal{L}$ is of even type if through any point of $\mathbb{P}_{r, q}$, an even number of lines of $\mathcal{L}$ pass. The points of $K$, which correspond to the lines of $\mathcal{L}$, are linearly dependent.

Conversely, if a subset $L^{\prime}$ of $K$ is linearly dependent, then the family $\mathcal{L}^{\prime}$ of lines of $\mathbb{P}_{r, q}$, whose characteristic functions are the coordinates of the points of $L^{\prime}$, contains a subfamily $\mathcal{L}$ of even type.
9. Theorem. Let $\mathcal{L} \neq \emptyset$ be an even type family of lines of $\mathbb{P}_{r, q}$. Then $\operatorname{card} \mathcal{L} \geq q+2$ and we have card $\mathcal{L}=q+2$ if and only if if $q$ is even and $\mathcal{L}$ is a dual hyperoval on a plane of $\mathbb{P}_{r, q}$, that is a hyperoval in the dual plane.
Proof. Let $\ell$ be a line of $\mathcal{L}$. Through any point of $\ell$, there passes an odd number of lines of $\mathcal{L}$, different from $\ell$. Since $\operatorname{card} \ell=q+1$, it follows card $\mathcal{L} \geq q+2$.

If card $\mathcal{L}=q+2$, then through any point of $\ell$, there passes exactly one line of $\mathcal{L}$, different from $\ell$.

Since $\ell$ is no special line of $\mathcal{L}$, it follows that the lines of $\mathcal{L}$ are pairwise incident. Therefore, they lie on a plane of $\mathbb{P}_{r, q}$ and form a dual hyperoval.

Let $P$ be a point of $\mathbb{P}_{r, q}$ and let $\mathcal{S}_{P}$ be the set of all lines of $\mathbb{P}_{r, q}$, which pass through $P$. We shall call $\mathcal{S}_{P}$ the star of lines with center $P$.
10. Theorem. There is no star of lines of $\mathbb{P}_{r, q}$ which contains a non-empty set of even type.

Therefore, the image of a star, under $\varphi$, is a subset $K$ of $P G(n-1,2)$ which consists of linearly independent points.

Consequently, if $A$ denotes the matrix whose columns are the coordinates of the points of $K$, then

$$
\mathcal{V}_{r-1} \leq \operatorname{rank} A \leq \mathcal{V}_{r}=n \text { and } \operatorname{card} K=\mathcal{V}_{r} \mathcal{V}_{r-1} / \mathcal{V}_{1}
$$

Proof. Let $\mathcal{S}_{P}$ be a star in $\mathbb{P}_{r, q}$. A unique line of $\mathcal{S}_{P}$ passes through any point of $\mathbb{P}_{r, q}-\{P\}$. Therefore, $\mathcal{S}_{P}$ contains no non-empty even type set.

The matrix $A$ has $n=\mathcal{V}_{r}$ lines and card $K=\mathcal{V}_{r} \mathcal{V}_{r-1} / \mathcal{V}_{1}$ (the number of lines in $\mathbb{P}_{r, q}$ ) columns. By the previous argument, $A$ has $\mathcal{V}_{r-1}=\operatorname{card} \mathcal{S}_{P}$ linearly independent columns, so $\mathcal{V}_{r-1} \leq \operatorname{rank} A \leq$ $\leq \mathcal{V}_{r}=n$.
11. Definition. Let $(s, N) \in \mathbb{Z}^{2}, N>s+1 \geq 2$. A subset $K$ of $P G(r, q)$ is called $N$-cap of kind $s$ if $K$ has $N$ elements, such that any $(s+1)$ elements of $K$ are linearly independent and there are $(s+2)$ elements of $K$, which are linearly dependent.

From the above two theorems, it follows the following
12. Corollary. The set $K$ is an $N$-cap of kind s, which belongs to a space $P G(t-1,2)$, where

$$
\begin{aligned}
& N=\operatorname{card} K=\mathcal{V}_{r} \mathcal{V}_{r-1} / \mathcal{V}_{1}, s \geq q \text { and } \\
& \mathcal{V}_{r-1} \leq t=\operatorname{rank} A \leq \mathcal{V}_{r}=n
\end{aligned}
$$

We have $s=q$ if and only if $q$ is even and either $r \geq 3$ or $(r=2$ and the dual plane $\mathbb{P}_{2, q}^{*}$ contains hyperovals.

Moreover, if $r \geq 3$, then $(q<s \leq 2 q$ if $q$ is odd $)$ or $(s=q$ if $q$ is even).

Let $G_{q}$ be a Galois field of order $q$ (where $q=p^{h}, p$ prime) and $C^{k}$ a linear code of dimension $k$ of $G_{q}^{n}$, that means $C^{k}$ is a vectorial subspace of dimension $k$, of $G_{\boldsymbol{q}}^{n}$.

The study of linear codes of $G_{q}^{n}$, which correct errors is in connection with the study of $n$-caps of a Galois space (see [454], 44).
13. Theorem. (Th. 43.2, [454]) The linear code $C^{k}$ corrects $e$ errors if and only if $e=\left[\frac{w-1}{2}\right]$, where $w$ is the minimum weight of $C^{k}$ and $[x]$ is the integer part of $x$, that means $[x] \subseteq x<[x]+1$.

Now, consider the following subspace of $\mathbb{Z}_{2}^{N}: C^{d}=\left\{X \in \mathbb{Z}_{2}^{N} \mid\right.$ $A X=0\}$.

It follows that $C^{d}$ is a linear $(N, w, d)$-code with $N=\mathcal{V}_{r} \mathcal{V}_{r-1} / \mathcal{V}_{1}$, $w=s+2$ and $d=N-t$ and it corrects $e=[(w-1) / 2]=[(s+1) / 2]$ errors. Since ( $q<s \leq 2 q$ if $q$ is odd) or ( $s=q$ if $q$ is even) it follows that $q / 2 \leq e \leq q$.

Moreover, the following statements can be verified:

1) if $r=2, q \equiv 2(\bmod 4)$ then $t=\left(q^{2}+q+2\right) / 2$ and $d=\left(q^{2}+q\right) / 2$.
2) if $r=2, q \equiv 0(\bmod 4)$ then $t<\left(q^{2}+q+2\right) / 2$ and $d>\left(q^{2}+q\right) / 2$.
3) if $r=2, q$ odd then $t=n-1=q^{2}+q ; d=1$.
14. Proposition. We have $t \geq \mathcal{V}_{r-1}+q^{r-1}-1$.

Proof. Let us consider two distinct points $P_{1}$ and $P_{2}$ of $\mathbb{P}_{r, q}$ and a hyperplane $\pi$ on $P_{2}$ and not on $P_{1}$.

The set of all the lines through $P_{1}$ and all the lines through $P_{2}$ not on $\pi$, contains no even type subset.

Therefore, $K$ contains $\mathcal{V}_{r-1}+\left(\mathcal{V}_{r-1}-\mathcal{V}_{r-2}-1\right)=\mathcal{V}_{r-1}+q^{r-1}-1$ linearly independent points.

## Chapter 9

## Median algebras, Relation algebras, $C$-algebras

- For the first time, median algebras appeared in the late fourties. A.A. Grau [148] characterized Boolean algebras in terms of median operation and complementation, G. Birkhoff and S.A. Kiss [25] discusses the median operation for distributive lattices. The concept of abstract median algebra was introduced by S.P. Avann [12] and later M. Scholander [356], [357], [358] and S.P. Avann [13] performed a detailed study of median algebras. More recently, J. Nieminen [301], E. Evans [139], H.M. Mulder A. Schrijver [297], J.R. Isbell [165], H. Werner [424] worked on this subject.
- We shall see that quasi-canonical hypergroups can be characterized as the atomic structures of complete atomic integral relation algebras (§2). Moreover, the Tarski complex-algebra construction gives a full embedding of quasi-canonical hypergroups into relation algebras. Therefore, certain combinatorial properties of quasi-canonical hypergroups transfer to relation algebras. Using this process, results of Monk [295], [296] or McKenzie [263], [453], about relation algebras (or cylindric algebras) turn out to be just interpretations of quasi-canonical hypergroup results.
- Let us remember some remarkable $C$-algebras: the adjancency algebras of association schemes [441], Salgebras over finite groups [31], and centralizer algebras of homogeneous coherent configurations [449].


## §1. Median algebras and join spaces

In this section, we present a connection between median algebras and join spaces, which was established by H.J. Bandelt and J. Hedlíkovà.

1. Definition. A ternary algebra is a set $M$ together with a single ternary operation $(a, b, c) \rightarrow(a b c)$. A ternary algebra $M$ is called median algebra if it satisfies the following identities for any $(a, b, c, d, e) \in M^{5}$ :
1) $(a a b)=a$;
2) $(a b c)=(b a c)=(b c a)$;
3) $((a b c) d e)=(a(b d e)(c d e))$.
2. Theorem. (see [357]) On every median algebra $M$, the following hyperoperation

$$
\forall(a, b) \in M^{2}, a \circ b=\{x \in M \mid x=(a b x)\}
$$

satisfies the properties:
( $\alpha$ ) $\forall a \in M, a \circ a=\{a\} ;$
( $\beta$ ) if $b \in a \circ c$, then $a \circ b \subseteq c \circ a$;
$(\gamma) \forall(a, b, c) \in M^{3}, a \circ b \cap b \circ c \cap c \circ a=\{d\}$ (where $\left.d=(a b c)\right)$.
Conversely, every hyperoperation "०" which satisfies the properties $(\alpha),(\beta)$ and $(\gamma)$ induces a unique ternary operation by which $M$ becomes a median algebra.
3. Theorem. Let $M$ be a ternary algebra such that the conditions 1), 2) of Definition 1 and
4) $\forall(a, b, c) \in M^{3},((a b c) b c)=(a b c)$
are true in $M$. Set $\forall(a, b) \in M^{2}, a \circ b=\{x \in M \mid x=(a b x)\}$. Then $(M, \circ)$ is a join space if and only if $M$ is a median algebra.

Proof. From 1) and 2) it follows that $\forall(a, b) \in M^{2}$, we have

$$
a \circ b \neq \emptyset \neq a / b, a \circ b=b \circ a \text { and } a \circ a=\{a\}
$$

$" \Longleftarrow "$ First, suppose that $M$ is a median algebra.
If $x \in(a \circ b) \circ c$, then there exists $y \in M$, such that $x=$ $=((a b y) c x)=(a(b c x)(c x y))$, whence the associativity of "o" follows.

Let us prove now that: if $a / b \cap c / d \neq \emptyset$, then $a \circ d \cap b \circ c \neq \emptyset$.
Let $x \in a / b \cap c / d$. Then $(a d(b d x))=((a b x) d(b d x))=(b d x)$. It follows $(b d x) \in a \circ d$, and similarly $(b d x) \in b \circ c$.

Hence, $(M, o)$ is a join space.
$" \Longrightarrow "$ Conversely, let us assume that ( $M, \circ$ ) is a join space. If $b \in a \circ c$ and $x \in a \circ b$, then by the associativity of "०" and by $a \circ a=\{a\}$, for any $a \in M$, we obtain

$$
x \in a \circ(a \circ c)=(a \circ a) \circ c=a \circ c
$$

Since " $\circ$ " is commutative, the following implication is satisfied:

$$
b \in a \circ c \Longrightarrow a \circ b \subseteq c \circ a
$$

that is $(\beta)$. From 4), we obtain that for $x=(a b c)$, we have

$$
x \in a \circ b \cap b \circ c \cap c \circ a
$$

On the other hand, if $y \in a \circ b \cap b \circ c \cap c \circ a$, then $b \in x / a \cap y / c$ and $b \in y / a \cap x / c$. Since $(M, \circ)$ is a join space, it follows that there exist $u \in x \circ c \cap a \circ y$ and $v \in y \circ c \cap a \circ x$.

From $x \in a \circ c$ and $u \in x \circ c$, it follows $c \in x / a \cap u / x$, so $x \circ x \cap a \circ u \neq \emptyset$, whence $x \in a \circ u$.

Similarly, we obtain $y \in a \circ v$.
By the associativity of "०", $u \in a \circ y$ and $x \in a \circ u$ imply $x \in a \circ y ; v \in a \circ x$ and $y \in a \circ v$ imply $y \in a \circ x$.

Hence $x=(a x y)=y$, whence it follows $(\gamma)$.
By the previous Theorem, we can conclude that $M$ is a median algebra.

## §2. Relation algebras and quasi-canonical hypergroups

4. Definition. A system $<A,+, \cdot,-, 0,1, *^{-1}, 1^{\prime}>$ is called a relation algebra $(R A)$ if:
$1^{\circ}<A,+, \cdot,-, 0,1>$ is a Boolean algebra;
$2^{\circ}<A, *, 1^{\prime}>$ is a semigroup with identity;
${ }^{-1}$ is a unary operation, which satisfies the following condition:
$3^{\circ}(x * y) \cdot z=0 \Longleftrightarrow\left(x^{-1} * z\right) \cdot y=0 \Longleftrightarrow\left(z * y^{-1}\right) \cdot x=0$.
This notion was introduced by Tarski. As examples of relation algebras, we can consider the following system (which is called proper relation algebra) $<\mathcal{P}, \cup, \cap, \sim, \emptyset, Y^{2}, \circ,^{-1}, I_{Y}>$ where $\mathcal{P}$ is a family of binary relations on a set $Y$, such that $\mathcal{P}$ contains $\emptyset, Y^{2}$ and $I_{Y}=\{(y, y) \mid y \in Y\}$ and it is closed under $\cup, \cap, \sim$, relation composition $\circ$ and inverse ${ }^{-1}$.
5. Definition. We say that a relation algebra is representable if it is isomorphic to a subdirect product of proper relation algebras.
6. Definition. We say that a relation algebra is an integral one (IRA) if one of the two following equivalent conditions holds:
1) $x * y=0 \Longrightarrow x=0$ or $y=0$.
2) $1^{\prime}$ is an atom
(that means there is no element $z$, such that $0<z<1^{\prime}$.)
Let us consider now $\left\langle H, \cdot,^{-1}, e>\right.$ a quasi-canonical hypergroup and $<\mathcal{P}(H), \cup, \cap, \sim, \emptyset, H>$ the Boolean algebra of all subsets of $H$.

We shall still denote by "." and "-1" the extensions of the quasi-canonical hypergroup operations on subsets.
7. Definition. The following system

$$
\mathcal{A}[H]=\left\langle\mathcal{P}(H), \cup, \cap, \sim, \emptyset, H, \cdot,^{-1}, e\right\rangle
$$

is called the complex algebra of $H$.
The following theorem establishes an one-to-one correspondence between quasi-canonical hypergroups and complete atomic $I R A$ 's and it is due to St.D. Comer [47].

## 8. Theorem.

(i) If $H$ is a quasi-canonical hypergroup, then $\mathcal{A}[H]$ is a complete atomic IRA.
(ii) If $\mathcal{A}$ is a complete atomic IRA and $A t_{\mathcal{A}}$ is the set of atoms of $\mathcal{A}$, then the system $\operatorname{At}(\mathcal{A})=<A t_{\mathcal{A}}, *^{-1}, 1^{\prime}>$ is a quasicanonical hypergroup.
(iii) If $H$ is a quasi-canonical hypergroup and $\mathcal{A}$ is a complete atomic IRA, then

$$
H \simeq A t(\mathcal{A}[H]) \text { and } \mathcal{A} \simeq \mathcal{A}[A t(\mathcal{A})] .
$$

Proof. i) We have to verify only the condition $3^{\circ}$ of the definition of a relation algebra. If $(X \cdot Y) \cap Z \neq \emptyset$, then there are $z \in Z, x \in X$, $y \in Y$, such that $z \in x \cdot y$. Then $x \in z y^{-1}$, so $\left(Z \cdot Y^{-1}\right) \cap X \neq \emptyset$.

Similarly, we prove the other implications, using also the equality $\left(x^{-1}\right)^{-1}=x$.
ii) Whenever $x, y$ are atoms, notice that $x * y$ and $x^{-1}$ are atoms, too.

The only condition to check is the following:

$$
1^{\prime} \in x * x^{-1} \cap x^{-1} * x, \text { for all } x \in A t_{\mathcal{A}}
$$

We have $\left(1^{\prime} * x\right) \cdot x \neq 0$, so $\left(x * x^{-1}\right) \cdot 1^{\prime} \neq 0$ and since $1^{\prime}$ is an atom, it follows $1^{\prime} \in x * x^{-1}$. Similarly, it follows $1 \in x^{-1} * x$.
iii) By the correspondence of $x$ with $\{x\}$, we obtain the first isomorphism and for the second one, we consider the correspondence of $a \in \mathcal{A}$ with the set of atoms $x \leq a$.

## §3. $C$-algebras and quasi-canonical hypergroups

The following notion of $C$-algebra, presented here, is due to Y . Kawada [179] and the connection with quasi-canonical hypergroups is due to St.D. Comer [52].
9. Definition. A $C$-algebra is a pair $(A, B)$ where: $A$ is an algebra and $B=\left\{x_{0}, \ldots, x_{d}\right\}$ is a basis for $A$ (as a complex linear space), such that the following conditions are satisfied:

1) for $\forall(i, j) \in\{0,1, \ldots, d\}^{2}, x_{i} \bullet x_{j}=\sum_{k} p_{i j}^{k} x_{k}$;
2) $\exists e=x_{0} \in A$, such that $\forall(j, k), p_{0 j}^{k}=\delta_{j k}=p_{j 0}^{k}$;
3) every $p_{i j}^{k}$ is a real number;
4) there exists a permutation $i \sim i^{\prime}$ of $\{0,1, \ldots, d\}$, such that $\left(i^{\prime}\right)^{\prime}=i$ and $p_{i j}^{k}=p_{j^{\prime} i^{\prime}}^{k^{\prime}}$;
5) for $\forall(i) \in\{0,1, \ldots, d\}, \exists k_{i}$, such that $k_{i}>0$, and $\forall j \in\{0,1, \ldots, d\}$ we have $p_{j i}^{0}=p_{i j}^{0}=k_{i} \delta_{i j^{\prime}}$;
6) the map $x_{i} \leadsto k_{i}$ induces a linear representation of $A$.
10. Remark. From 4), it follows that the map $x_{i} \leadsto x_{i^{\prime}}$ extends to an antiautomorphism of $A$.

A $C$-algebra is commutative if $p_{i j}^{k}=p_{j i}^{k}$ for all $i, j, k$.
11. Lemma. We have
$\left.1^{\circ}\right) 0^{\prime}=0$;
$\left.2^{\circ}\right) k_{0}=1 ;$
$\left.3^{\circ}\right) k_{i}=k_{i^{\prime}}$;
$\left.4^{\circ}\right) k_{s} p_{i j}^{s}=k_{i} p_{s j^{\prime}}^{i}=k_{j} p_{i^{\prime} s}^{j}$.
Proof. We obtain $1^{\circ}$ ) and $2^{\circ}$ ) from 2) and 5). 5) also implies $k_{i} \delta_{i j^{\prime}}=k_{j} \delta_{j i^{\prime}}$ for all $i, j$; hence $k_{i}=k_{j}$ when $j=i^{\prime}$ and so we obtain $3^{\circ}$ ). Since $\left(x_{i} \bullet x_{j}\right) \bullet x_{s^{\prime}}=x_{i} \bullet\left(x_{j} \bullet x_{s^{\prime}}\right)$, it follows the first equality of $4^{\circ}$ ), expressing each of $\left(x_{i} \bullet x_{j}\right) \bullet x_{s^{\prime}}$ and $x_{i} \bullet\left(x_{j} \bullet x_{s^{\prime}}\right)$ as a linear combination of $x_{0}, \ldots, x_{d}$ and comparing the coefficients of $x_{0}$.

From the first equality, 4) and $3^{\circ}$ ) we obtain the second equality, so we have

$$
k_{i} p_{s j^{\prime}}^{i}=k_{i^{\prime}} p_{j s^{\prime}}^{i^{\prime}}=k_{j} p_{i^{\prime} s}^{j}
$$

12. Theorem. With any $C$-algebra $A$ with basis $B$, such that the parameters $p_{i j}^{k}$ are all non-negative (the Kreim condition), we can associate a quasi-canonical hypergroup $\langle B, \circ, e\rangle$, where $x_{i} \circ x_{j}=$ $=\left\{x_{k} \mid p_{i j}^{k} \neq 0\right\}$ and $x_{i}^{-1}=x_{i^{\prime}}$ for all $i, j$.

Proof. Since $x_{i} \bullet x_{i^{\prime}}=\sum_{k} p_{i i^{\prime}}^{k} x_{k}=k_{i} x_{0}+\cdots$, it follows $x_{0} \in x_{i} \circ x_{i^{\prime}}$.

If $x_{0} \in x_{i} \circ x_{j^{\prime}}$, then $p_{i j^{\prime}}^{0} \neq 0$, which implies $j=i$ by 5). Similarly, $x_{i^{\prime}}$ is the only $y$ such that $x_{0} \in y \circ x_{i}$. Therefore $x_{i}^{-1}=x_{i^{\prime}}$ is the unique inverse of $x_{i}$.

From 2), we obtain $\forall x \in B$, e०x $=x \circ e=\{x\}$. From the previous Lemma, it follows that $x \in y \circ z \Longrightarrow y \in x \circ z^{-1}$ and $z \in y^{-1} \circ x$.

We have to verify only the associativity law.
From $4^{\circ}$ ) of the previous Lemma, we obtain that $x_{u} \in\left(x_{i} \circ x_{j}\right) \circ x_{k}$ if and only if there exists $v$, such that $p_{i j}^{v} p_{v k}^{u} \neq 0$. Similarly, we have $x_{u} \in x_{i} \circ\left(x_{j} \circ x_{k}\right)$ if and only if there exists $v$, such that $p_{i v}^{u} p_{j k}^{v} \neq 0$. From the equality $\sum_{v} p_{i j}^{v} p_{v k}^{u}=\sum_{v} p_{i v}^{u} p_{j k}^{v}$ (a consequence of 1)) and the Kreim condition, we obtain the associativity law for $\langle B, \circ, e\rangle$.

## Chapter 10

## Artificial Intelligence

Weak representations of an interval algebra are the objects of interest in the Artificial Intelligence.

Let us give some words about the Mathematicians who worked on this subject.

Allen [3] defined the calculus of time intervals and Ladkin and Maddux [220] showed the interpretation of the calculus of time intervals, in terms of representations of a particular relation algebra, in the sense of Tarski [178]. They proved that there is, up to an isomorphism, a unique countable representation of this algebra.

Ligozat [241] generalized the calculus of time intervals to a calculus of $n$-intervals and presented this generalization expressed in terms of relation algebras $A_{S}$.

Defining canonical functors between the category of weak representations of $\mathbf{A}_{n}$ and those of $\mathbf{A}_{1}$, Ligozat [241] extended the results obtained by Ladkin [219].

Finally, it can be seen that the set of $(p, q)$-positions can be endowed with natural operations which give rise to a family of quasi-canonical hypergroupoids.

## §1. Generalized intervals. Connections with quasi-canonical hypergroups

In this paragraph, the notions of a generalized interval and of a ( $p, q$ )-position are presented. These notions have been introduced and studied by G. Ligozat and they have developed the study of "interval calculi" used in Artificial Intelligence for representing temporal knowledge.

It is shown that the set of $(p, q)$-positions can be endowed with natural operations, which give rise to a family of hypergroupoids or, equivalently, of relations algebras, in Tarski's sense.

Let $T$ be a chain and $(p, q) \in \mathbb{N}^{*} \times \mathbb{N}^{*}$.

1. Definition. The element

$$
\left(a_{1}, a_{2}, \ldots, a_{p}\right) \in T^{p}
$$

such that $a_{1}<a_{2}<\cdots<a_{p}$, is called a generalized interval (or a $p$-interval).

An 1-interval is just a point of $T$. For any $n \in \mathbb{N}^{*}$, denote the initial segment of $\mathbb{N}^{*}:\{1,2, \ldots, n\}$ by $[n] ;[n]$ is empty if $n=0$.
2. Definition. A map $\pi:[p+q] \rightarrow \mathbb{N}^{*}$, which verifies the following conditions:

1) the image of $\pi$ is an initial segment of $\mathbb{N}^{*}$;
2) the restrictions of $\pi$ at $[p]$ and $[p+q]-[p]$ are strictly increasing maps, that is

$$
\pi(1)<\pi(2)<\cdots<\pi(p) \text { and } \pi(p+1)<\cdots<\pi(p+q)
$$

is called a $(p, q)$-position.
Let us denote by $\Pi_{p, q}$ the set of $(p, q)$-positions.
3. Examples.
$1^{\circ}$ The permutations of $\{1,2, \ldots, p+q\}$, that verify 2$)$ are positions, called general positions.
$2^{\circ}$ The position $\mathbf{I}_{p, p}^{\prime}=(1, \ldots, p, 1, \ldots, p)$ is a $(p, p)$ position, called unit position. We have $\mathbf{I}_{p, p}^{\prime}(1)=1, \ldots, \mathbf{I}_{p, p}^{\prime}(p)=p, \mathbf{I}_{p, p}^{\prime}(p+1)=1$, $\mathbf{I}_{p, p}^{\prime}(p+2)=2, \ldots \mathbf{I}_{p, p}^{\prime}(2 p)=p$.
3) Let " $a$ " be a $p$-interval and " $b$ " a $q$-interval in $T$. Then the concatenation of $a$ and $b$ is a sequence of $p+q$ elements of $T$. We shall identify $[p+q]$ with the sequence ( $a_{1}, a_{2}, \ldots, a_{p}, b_{1}, b_{2}, \ldots, b_{q}$ ) and $\pi$ can be considered a map from the set $\left\{a_{1}, \ldots, a_{p}, b_{1}, \ldots, b_{q}\right\}$ into $\mathbb{N}^{*}$.

We say that $(a, b)$ is a $T$-realization of $\pi$.
We can generalize the definition of a $(p, q)$-position for an arbitrary finite sequence ( $p_{1}, p_{2}, \ldots, p_{s}$ ) of natural numbers, obtaining thus the notion of $\left(p_{1}, p_{2}, \ldots, p_{s}\right)$-position.

For $s=3$, we have the following:
4. Definition. A $(p, r, q)-p o s i t i o n ~ \sigma$ is a map $\sigma:[p+r+q] \rightarrow \mathbb{N}^{*}$ such that

1) the image of $\sigma$ is an initial segment of $\mathbb{N}^{*}$;
2) the restrictions of $\sigma$ at the initial, median and terminal subsegments of length $p, r$ and respectively $q$ are strictly increasing maps, that is $\sigma(1)<\cdots<\sigma(p) ; \sigma(p+1)<\cdots<$ $<\sigma(p+r), \sigma(p+r+1)<\cdots<\sigma(p+r+q)$.

Let $\Pi_{p, r, q}$ be the set of all $(p, r, q)$-positions. We can consider the canonical projections $\mathrm{pr}_{p, r}: \Pi_{p, r, q} \rightarrow \Pi_{p, r}, \mathrm{pr}_{r, q}: \Pi_{p, r, q} \rightarrow \Pi_{r, q}$ and $\mathrm{pr}_{p, q}: \Pi_{p, r, q} \rightarrow \Pi_{p, q}$; for instance, if $\sigma \in \Pi_{p, r, q}, \tau$ is the restriction of $\sigma$ at $[p+r]$, and $\left\{t_{1}, t_{2}, \ldots, t_{k}\right\}$ is the image of $\tau$, where $t_{1}<t_{2}<\cdots<t_{k}$, then $\mathrm{pr}_{p, r}(\sigma)(i)=j$ if and only if $\tau(i)=t_{j}$.

## Operations on $\Pi_{p, q}$ :

5. Transposition. If $\pi \in \Pi_{p, q}$, then we can obtain an element $\pi^{t} \in \Pi_{q, p}$ in the following manner:

$$
\pi^{t}(i)= \begin{cases}\pi(p+i), & \text { if } 1 \leq i \leq q \\ \pi(i-q), & \text { if } q+1 \leq i \leq p+q .\end{cases}
$$

We have $\left(\pi^{t}\right)^{t}=\pi$.
Speaking about generalized intervals $a$ and $b$, the transposition changes the position of $a$ by that one of $b$.
6. Symmetry. If $\pi \in \Pi_{p, q}$, such that $\operatorname{Im} \pi=\{1,2, \ldots, k\}$, then we obtain $\pi^{h} \in \Pi_{q, p}$, where $\pi^{h}(i)=(k+1)-\pi(p+q+1-i)$. Speaking about generalized intervals $a$ and $b$ in $T$, that corresponds to consider the opposite order on $T$, so we associate at the $n$-interval $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$, written according the initial order, the $n$ interval $\left(t_{n}, t_{n-1}, \ldots, t_{1}\right)$, written according the opposite order.

Note that the symmetry $s=h \circ t$ is an involution on $\Pi_{p, q}$.

## 7. Composition.

Remark. Let $\pi_{1} \in \Pi_{p, r}$ and $\pi_{2} \in \Pi_{r, q}$. Then the set $P=\left\{\sigma \in \Pi_{p, r, q} \mid\right.$ $(\sigma(1), \sigma(2), \ldots, \sigma(p))=\left(\pi_{1}(1), \ldots, \pi_{1}(p)\right)$ and $(\sigma(p+r+1), \ldots$, $\sigma(p+r+q))=\left(\pi_{2}(r+1), \ldots, \pi_{2}(r+q)\right\}$ is not empty.

Definition. Let $\pi_{1} \in \Pi_{p, r}$ and $\pi_{2} \in \Pi_{r, q}$. Let $\pi_{1} \circ \pi_{2}=\left\{\mathrm{pr}_{p, q}(\sigma) \mid\right.$ $\sigma \in P\}$. We say that $\pi_{1} \circ \pi_{2}$ is the composition of $\pi_{1}$ and $\pi_{2}$.

According to the preceding remark, $P$ is a finite, nonempty set, so the composition is well-defined. Thus, if $(a, c)$ is a $T$-realization of $\pi_{1}$ and $(c, b)$ is a $T$-realization of $\pi_{2}$, then $(a, b)$ is a $T$-realization of one of its elements of $\pi_{1} \circ \pi_{2}$.

The following properties are easily verified, for any $\pi_{1} \in \Pi_{p, r}$, $\pi_{2} \in \Pi_{r, q}$ and $\pi_{3} \in \Pi_{q, s}:$

## 8. Proposition.

1) $\left(\pi_{1} \circ \pi_{2}\right) \circ \pi_{3}=\pi_{1} \circ\left(\pi_{2} \circ \pi_{3}\right)$;
2) $\pi_{1} \circ \mathbf{I}_{r, r}^{\prime}=\pi_{1} \quad$ and $\quad \mathbf{I}_{p, p}^{\prime} \circ \pi_{1}=\pi_{1}$;
3) $\mathbf{I}_{p, p}^{\prime} \in \pi_{1} \circ \pi_{1}^{t}$ and $\mathbf{I}_{r, r}^{\prime} \in \pi_{1}^{t} \circ \pi_{1}$;
4) $\pi \in \pi_{1} \circ \pi_{2} \quad$ implies $\quad \pi_{1} \in \pi \circ \pi_{2}^{t} \quad$ and $\quad \pi_{2} \in \pi_{1}^{t} \circ \pi$;
5) $\left(\pi_{1} \circ \pi_{2}\right)^{t}=\pi_{2}^{t} \circ \pi_{1}^{t}$;
6) $\left(\pi_{1} \circ \pi_{2}\right)^{s}=\pi_{1}^{s} \circ \pi_{2}^{s}$.

## Connections with quasi-canonical hypergroups

In the following, we shall use a notion of simplicial groupoid, considered by P.J. Higgins [450].

First of all, by a groupoid is intended a category in which every morphism (edge) is invertible. Let us see what does it means that a morphism is invertible. Denote by $E_{i j}$ the set of edges from the object $i$ to the object $j$. The identity elements $e_{i}$ satisfy the condition:

$$
\forall a \in E_{i j}, e_{i} a=a=a e_{j}
$$

Moreover, in a groupoid, for any $a \in E_{i j}$, there is $a^{-1} \in E_{j i}$, such that $a a^{-1}=e_{i}$ and $a^{-1} a=e_{j}$.

Notice that the set of edges from an object $i$ to itself is a group, called the vertex group at $i$.

Now, let $I$ be a set. We denote by $\Delta(I)$ the graph, whose vertex set is $I$ and whose edge set is $I \times I$. Moreover, $\forall(i, j) \in I \times I$, there is a unique edge $(i, j)$ from $i$ to $j$, hence a category structure on $\Delta(I)$ can be uniquely defined, namely by the rule $(i, j)(j, k)=(i, k)$. The identity elements are the edges $(i, j)$ and $(j, i)$ is inverse to $(i, j)$. The groupoid $\Delta(I)$ is called a simplicial groupoid.

Let $\Delta(\mathbb{N})$ be the simplicial groupoid on $\mathbb{N}$, that is the groupoid, whose associated graph has $\mathbb{N}$ as vertex set and for any $(p, q)$ in $\mathbb{N}^{2}$, there is a unique arrow joining $p$ and $q$.

A subgroupoid of $\Delta(\mathbb{N})$ is characterized by the set $S$ of its arrows, which is an equivalence relation on a subset $I$ of $\mathbb{N}$. Thus, we shall identify $S$ with the corresponding subgroupoid of $\Delta(\mathbb{N})$.

Let $S$ be a subgroupoid of $\Delta(\mathbb{N})$ and:

1) $\Pi_{S}=\bigcup_{(p . q) \in S^{2}} \Pi_{p, q}$
2) if $\pi_{1} \in \Pi_{p, q}, \pi_{2} \in \Pi_{p^{\prime}, q^{\prime}}$, then set $\pi_{1} \cdot \pi_{2}= \begin{cases}\pi_{1} \circ \pi_{2}, & \text { if } q=p^{\prime} \\ \emptyset, & \text { otherwise }\end{cases}$
3) $I_{S}=\left\{\mathbf{I}_{p, p}^{\prime} \mid(p, p) \in S\right\}$.
4) ${ }^{t}$ is the transposition.
9. Theorem. $\left(\Pi_{S}, \cdot, I_{S},{ }^{t}\right)$ is a quasi-canonical hypergroupoid. It is a quasi-canonical hypergroup if and only if $S$ has only one vertex.

Proof. $S$ is a subgroupoid if the following conditions are satisfied:

1) $(p, q) \in S$ and $(q, r) \in S \Longrightarrow(p, r) \in S$;
2) $(p, q) \in S \Longrightarrow(q, p) \in S$.

It is easily to check for $\left(\Pi_{S}, \cdot, I_{S},{ }^{t}\right)$ the conditions of a quasicanonical hypergroupoid, using the preceding Proposition.

Finally, $\Pi_{S}$ is a quasi-canonical hypergroup if and only if $S$ is a group.
10. Remark. Using the standard construction of the associated algebra of complexes, we obtain that for any subgroupoid $S$ of $\Delta(\mathbb{N})$, the complex algebra $\mathbb{A}_{S}$ of $\Pi_{S}$ (see Definition 7, Ch. 9$)$ is a complete, atomic, relation algebra, such that $0 \neq 1$.

If $S=\{n\}$, we write $\mathbf{A}_{n}$, instead of $\mathbf{A}_{\{n\}}$.
The interest for these algebras is justified by the fact that the objects utilized in Artificial Intelligence are the "weakrepresentations" of these algebras.

## §2. Weak representations of interval algebras

In the following, the notion of weak representation of an interval algebra is introduced. G. Ligozat obtained a full classification of the connected weak representations of the algebra $\mathbf{A}_{n}$ of $n$-intervals. First of all, let us recall what a relation algebra is.
11. Definition. An algebra $\mathbf{A}=\left(A,+, 0, \cdot, 1, *, 1^{\prime},{ }^{-1}\right)$, where " + ", $" . "$ and "*" are binary operations on $A, "-1 "$ is a unary operation on $A$ and $0,1,1^{\prime}$ are elements of $A$, is called a relation algebra if the following conditions hold:

1) $(A,+, 0, \cdot, 1)$ is a Boolean algebra;
2) $\forall(x, y, z) \in A^{3},(x * y) * z=x *(y * z)$;
3) $\forall x \in A, 1^{\prime} * x=x=x * 1^{\prime}$;
4) $\forall(x, y, z) \in A^{3}$, we have: $(x * y) \cdot z=0 \Longleftrightarrow\left(x^{-1} * z\right) \cdot y=0 \Longleftrightarrow\left(z * y^{-1}\right) \cdot x=0$.
12. Example. Let $U$ be a set. Then

$$
\left(\mathcal{P}(U \times U), \cup, \emptyset, \cap, U \times U, \circ, 1_{U \times U},{ }^{t}\right)
$$

is a relation algebra, where " $\circ$ " is the composition, $1_{U \times U}$ is the identity relation and "t" is the transposition.
13. Definition. Let $\mathbf{A}$ be a relation algebra and $U$ a set. A map $\Phi: A \rightarrow \mathcal{P}(U \times U)$ is called a representation of $\mathbf{A}$ if:

1) $\Phi$ is an one-to-one map;
2) $\Phi$ defines a homomorphism of Boolean algebras;
3) $\forall(x, y) \in A^{2}, \Phi(x * y)=\Phi(x) \circ \Phi(y)$;
4) $\Phi\left(1^{\prime}\right)=1_{U \times U}$;
5) $\Phi\left({ }^{-1}\right)={ }^{t}$.

More generally, a weak representation is defined by dropping condition 1) and replacing condition 3) by the weaker condition:
$\left.3^{\prime}\right) \forall(x, y) \in A^{2}, \Phi(x * y) \supseteq \Phi(x) \circ \Phi(y)$.
If $\mathbf{A}$ is a simple algebra, then we say that a weak representation of A into $\mathcal{P}(U \times U)$ is connected if $\Phi(1)=U \times U$.

Now, let $S$ be a non-empty subset of $\mathbb{N}$ and $\Pi_{S}$ be the disjoint sum of all $\Pi_{p, q}$, where $(p, q) \in S^{2}$.

In $\S 1$, we obtained that $\left(\Pi_{S}, \cdot, I_{S},{ }^{t}\right)$ is a quasi-canonical hypergroupoid. Applying to ( $\Pi_{S}, \cdot, I_{S},{ }^{t}$ ) the standard construction which associates with a quasi-canonical hypergroupoid its complex algebra (see [46]), we obtain the complex algebra $\mathbf{A}_{S}$.

For $S=\{n\}$, we obtain the relation algebra $\mathbf{A}_{n}$ of $n$-intervals.

Now, let $\Phi$ be a connected weak representation of $\mathbf{A}_{n}$ into $\mathcal{P}(U \times U)$, where $U$ is a set.

Recall that the elements of $\Pi_{n, n}$ can be interpreted as maps from the set $\left\{x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right\}$ into $\mathbb{N}^{*}$.

For any element $\pi$ of $\Pi_{n, n}$, which can be considered as an atom of $\mathbf{A}_{n}, \Phi(\pi)$ is a binary relation $R_{\pi}$ on $U$ and we have:

1) $\left(R_{\pi}\right)_{\pi \in \Pi_{n, n}}$ is a partition of $U \times U$ and
2) $\forall\left(\pi, \pi^{\prime}\right) \in \Pi_{n, n} \times \Pi_{n, n}$, we have $R_{\pi} \circ R_{\pi^{\prime}} \subseteq R_{\pi * \pi^{\prime}}$.

For $1 \leq i, j \leq n$, we consider the following elements of $\mathbf{A}_{n}$ :
$a_{i, j}$ which is the sum of all $\pi$, such that $\pi\left(x_{i}\right)=\pi\left(y_{i}\right)$;
$b_{i, j}$ which is the sum of all $\pi$, such that $\pi\left(x_{i}\right)<\pi\left(y_{i}\right)$.
We obtain the following result:

## 14. Proposition.

$\left.1^{\circ}\right) a_{i, i} \geq \mathbf{I}_{n, n}^{\prime}$;
$2^{\circ}$ ) $a_{i, j}^{t}=a_{j, i}$;
$\left.3^{\circ}\right) a_{i, j} * a_{j, k}=a_{i, k}$;
$\left.4^{\circ}\right) a_{i, j} * b_{j, k} * a_{k, \ell}=a_{i, \ell} ;$
$\left.5^{\circ}\right) b_{i, j} * b_{j, k}=b_{i, k}$;
$\left.6^{\circ}\right) b_{i, j} \cdot b_{j, i}^{t}=0 ;$
$\left.7^{\circ}\right) b_{i, j}+b_{i, j}^{t}+a_{i, j}=1 ;$
$8^{\circ}$ ) if $i<j$, then $\mathbf{I}_{n, n}^{\prime} \in b_{i, i}$.

## Chapter 11

## Probabilities

Using a particular non-standard algebraic hyperstructure, A. Maturo [251] proved that the problems on the coherent assessments of probability and their solutions can be expressed in a very useful and simple form.

Thus, new algorithms to control the coherence can be introduced in this new algebraic context.

In several of their papers, S. Doria and A. Maturo have considered some algebraic structures and hyperstructures of events and contional events. They have studied the properties and the probabilistic meaning of these hyperstructures and they also have considered their associated geometric spaces.

We know that conditional events are used in the Artificial Intelligence to represent partial information and vague data.

In the following, we present some constructions considered by S. Doria and A. Maturo.

Let $E=\left\{E_{1}, E_{2}, \ldots, E_{n}\right\}$ be a finite family of events. Set

$$
E_{i}^{\mathcal{E}_{i}}=\left\{\begin{array}{lll}
E_{i}, & \text { if } \quad \mathcal{E}_{i}=1 \\
\bar{E}_{i}, & \text { if } \quad \mathcal{E}_{i}=-1
\end{array}\right.
$$

1. Definition. We call atoms generated by $E$, the nonempty intersections $E_{1}^{\mathcal{E}_{1}} E_{2}^{\mathcal{E}_{2}} \ldots E_{n}^{\mathcal{E}_{n}}$, where for $\forall i \in\{1,2, \ldots, n\}, E_{i}^{\mathcal{E}_{i}}$ are defined above.

Let $C(E)$ be the set of all atoms generated by $E$.
Let $\mathcal{E}$ be an algebra of events, so the following two conditions hold:

1. if $A \in \mathcal{E}$, then $\bar{A} \in \mathcal{E}$;
2. if $(A, B) \in \mathcal{E}^{2}$, then $A B \in \mathcal{E}$.

We define on $\mathcal{E}$ the following hyperoperation

$$
\forall(A, B) \in \mathcal{E}^{2}, A \circ B=C(A, B)
$$

Then it follows that:
2. Proposition. $(\mathcal{E}, \circ)$ is a commutative semihypergroup, called semihypergroup of atoms.
3. Proposition. Let $E$ be a family of events, such that $E \cup\{\phi, \Omega\}$ is an algebra of events. Then $E$ is a substructure of $(\mathcal{E}, \circ)$ if and only if the following implication holds:

$$
\phi \in E \Longrightarrow \Omega \in E
$$

Proof. " $\Longleftarrow "$ For any $(A, B) \in(E-\{\phi, \Omega\}) \times E$, we have

$$
A \circ B \subseteq E-\{\phi, \Omega\}
$$

We can have the following situations:

1. $\phi \notin E$ and $\Omega \notin E$. In this case $E \circ E \subseteq E$, so $(E, \circ)$ is a substructure of $(\mathcal{E}, \circ)$;
2. $\phi \notin E$ and $\Omega \in E$. Then $E \circ E \subseteq E$ and $\Omega \circ \Omega=\{\Omega\}$;
3. $\phi \in E$ and $\Omega \in E$. Since $\Omega \circ \Omega=\{\Omega\}$ and $\phi \circ \phi=\{\phi\}$, it follows $E \circ E \subseteq E$.
$" \Longrightarrow "$ If $E$ is a substructure of $\mathcal{E}$ and $\phi \in E$, then $\phi \circ \phi=\{\Omega\}$ and so $\Omega \in E$.

Notice that if $E$ is a substructure, then also $E-\{\phi\}$ and $E-$ $\{\phi, \Omega\}$ are substructures.
4. Proposition. Let $(E, \circ)$ be a subhypergroup of $(\mathcal{E}, \circ)$. Then $\forall(A, B) \in E^{2}$, we have $(A \subseteq B$ or $A \subseteq \bar{B})$ and $(B \subseteq A$ or $B \subset \bar{A})$.

Proof. Indeed, there is $Y \in E$, such that $B \in A \circ Y$, whence $B \subseteq A$ or $B \subseteq \bar{A}$.

On the other hand, since $\exists X: A \in B \circ X$ it follows $A \subseteq B$ or $A \subseteq \bar{B}$.
5. Corollary. Let $E$ be a family of events contained in $\mathcal{E}$. Then $(E, \circ)$ is a subhypergroup of $(\mathcal{E}, \circ)$ if and only if $E=\{\Omega\}$ or there exists $A \in \mathcal{E}-\{\phi, \Omega\}: E=\{A, \bar{A}\}$.

Proof. " $\Longleftarrow "$ For any $A \in \mathcal{E}-\{\phi, \Omega\}$, we have that $(\{\Omega\}, \circ$ ) and ( $\{A, \bar{A}\}, \circ$ ) are hypergroups.
$" \Longrightarrow "$ Let $(E, \circ)$ be a hypergroup and $A, B$ be two elements of $E$. Since $\forall A \in E-\{\Omega\}$, it follows $\phi \notin E$. Suppose $\Omega \in E$. Since $\forall A \in E-\{\Omega\}$, we have $\Omega \notin A \circ \Omega$, it follows $E=\{\Omega\}$.

Now, suppose that $E \cap\{\phi, \Omega\}=\phi$.
According to the above proposition, it follows $\forall A, B \in E$, we have $(A \subseteq B$ or $A \subseteq \bar{B})$ and $(B \subseteq A$ or $B \subseteq \bar{A})$. If $A \subseteq B$, then $B \nsubseteq \bar{A}$, otherwise $A=\phi$ and $\bar{A}=\Omega$, a contradiction. Then $A \subseteq B$ implies $B \subseteq A$ and so $A=B$.

Similarly, $A \subseteq \bar{B}$ implies $\bar{B} \subseteq A$ and so $A=\bar{B}$.
Therefore $E=\{A, \bar{A}\}$.

## Hyperstructures and conditional events

Let $\mathcal{E}$ be an algebra of events.
6. Definition. For any $(A, B) \in \mathcal{E}^{2}$, we call the conditional event $A / B$ the logical entity, which is true if $A B$ is true, false if $\bar{A} B$ is true and it is undetermined if $B$ is false.

Notice that the triplet $(X, Y, Z)$ of events represents a conditional event if and only if $X, Y, Z$ are pairwise incompatible and their union is $\Omega$.

Let $C E$ be the set of triplets $(X, Y, Z)$, which represent conditional events.

Let $U=\{\{A, B\} \subset \mathcal{E} \mid A \subseteq B$ or $B \subseteq A\}$.
7. Proposition. The map $f: C E \rightarrow U$, defined as follows:

$$
f(X, Y, Z)=\{X, X \cup Y\}
$$

is a bijection.
Proof. Indeed, for any $\{A, B\} \in U$, with $A \subseteq B$, we have that $f^{-1}(\{A, B\})=\{(A, B-A, \Omega-B)\}$ has cardinality 1 .

In this manner, we can represent any conditional event as an element of $U$.

Now, let $\mathcal{E}$ be an algebra of events. We define on $\mathcal{E}$ the following hyperoperation:

$$
\forall(A, B) \in \mathcal{E}^{2}, A \odot B=\{A B, B\}
$$

The hypergroupoid $(\mathcal{E}, \odot)$ is called the hypergroupoid of conditional events and it is denoted by $C E H$.
8. Proposition. The hypergroupoid $(\mathcal{E}, \odot)$ is a weak-commutative and a regular weak-associative one.

Proof. For any $(X, Y, Z) \in \mathcal{E}^{3}$, we have

$$
X \odot(Y \odot Z) \supseteq(X \odot Y) \odot Z
$$

Indeed, we have

$$
\begin{gathered}
X \odot(Y \odot Z)= \\
=\bigcup_{V \in Y \odot Z} X \odot V=(X \odot Y Z) \cup(X \odot Z)=\{X Y Z, Y Z, X Z, Z\}
\end{gathered}
$$

and

$$
(X \odot Y) \odot Z=\bigcup_{T \in X \odot Y} T \odot Z=(X Y \odot Z) \cup(Y \odot Z)=\{X Y Z, Y Z, Z\}
$$

Therefore, $(\mathcal{E}, \circ)$ is a weak-associative hypergroupoid.
On the other hand, $\forall(X, Y) \in \mathcal{E}^{2}, X \neq Y$, we have $X \odot Y=$ $=\{X Y, Y\}$ and $Y \odot X=\{X Y, X\}$. Thus, $X \odot Y \neq Y \odot X$ but $X \odot Y \cap Y \odot X \neq \emptyset$. Moreover, $\forall(X, Y, Z) \in \mathcal{E}^{3}$, we have

$$
\begin{equation*}
X \odot(Y \odot Z)=(X \odot Y) \odot Z \cup(Y \odot X) \odot Z \tag{X}
\end{equation*}
$$

9. Proposition. Set $H \subset \mathcal{E}, H \neq \emptyset$. Then $(H, \odot)$ is a substructure of $(\mathcal{E}, \odot)$ if and only if

$$
\forall(X, Y) \in H^{2}, \quad \text { we have } X Y \in H
$$

Proof. " $\Longleftarrow " \forall(X, Y) \in H^{2}$, we have $X \odot Y=\{X Y, Y\} \subseteq H$, so $(H, \odot)$ is a substructure.
$" \Longrightarrow "$ Suppose that $(H, \odot)$ is a substructure of $(\mathcal{E}, \odot)$. Then we have

$$
\forall(X, Y) \in H^{2}, X Y \in\{X Y, Y\}=X \odot Y \subseteq H
$$

10. Corollary. All the conditional events $A / B$ are substructures of $(\mathcal{E}, \odot)$.
11. Theorem. A substructure $(H, \odot)$ of $(\mathcal{E}, \odot)$ is a hypergroup if and only if $H=\{X\}$, where $X \in \mathcal{E}$.

Proof. " $\Longrightarrow$ " Let $(H, \odot)$ be a hypergroup. Then $(H, \odot)$ is a quasi-hypergroup, so $\forall(A, B) \in H^{2}, \exists X \in H, \exists Y \in H$ such that $B \in X \odot A=\{X A, A\}$ and $A \in Y \odot B=\{Y B, B\}$. Since $B \in\{X A, A\}$ it follows $B \subseteq A$ and since $A \in\{Y B, B\}$ it follows $A \subseteq B$. Therefore $A=B$ and so $H$ consists of an only one element.
$" \Longleftarrow " \forall X \in \mathcal{E}$, we have $X \odot X=\{X\} \subseteq\{X\}$, so $(\{X\}, \odot)$ is a quasi-hypergroup. Moreover, $(X \odot X) \odot X=X \odot(X \odot X)=\{X\}$, so $(\{X\}, \odot)$ is a hypergroup.
12. Definition. A weak associative hypergroupoid ( $H, \circ$ ) is called
(i) left directed if $\forall(x, y, z) \in H^{3}, x \circ(y \circ z) \subseteq(x \circ y) \circ z$;
(ii) right directed if $\forall(x, y, z) \in H^{3}, x \circ(y \circ z) \supseteq(x \circ y) \circ z$;
(iii) directed if it is right and left directed.

The class of left directed (respectively, right directed) weak associative hypergroupoids is denoted by $L H D$ (respectively, by $R D H)$.

Let ( $H$, o) be a hypergroupoid.
If $n \in \mathbb{N}^{*}$ and $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in H^{n}$, then we define the set $\mathcal{H}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of all hyperproducts generated by $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ as follows:

$$
\mathcal{H}\left(x_{1}\right)=\left\{x_{1}\right\}
$$

and for $n>1, \mathcal{H}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is the set of all hyperproducts $P=$ $=P_{1} \circ P_{2}$, where $P_{1} \in \mathcal{H}\left(x_{1}, x_{2}, \ldots, x_{h}\right)$ and $P_{2} \in \mathcal{H}\left(x_{h+1}, \ldots, x_{n}\right)$, where $h \in\{1,2, \ldots, n-1\}$.

Let ( $H, \circ$ ) be a hypergroupoid.
Let $n \in \mathbb{N}^{*}$ and $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in H^{n}$. The right hypeproduct $\rho\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ generated by $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is defined as follows:

$$
\rho\left(x_{1}, x_{2}, \ldots, x_{n}\right)= \begin{cases}\left\{x_{1}\right\}, & \text { if } n=1 \\ x_{1} \circ \rho\left(x_{2}, \ldots, x_{n}\right), & \text { if } n>1\end{cases}
$$

Similarly, the left hyperproduct $\lambda\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ generated by $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is defined as follows:

$$
\lambda\left(x_{1}, x_{2}, \ldots, x_{n}\right)= \begin{cases}\left\{x_{1}\right\}, & \text { if } n=1 \\ \lambda\left(x_{1}, \ldots, x_{n-1}\right) \circ x_{n}, & \text { if } n>1 .\end{cases}
$$

13. Theorem. Let $(H, \circ) \in R D H$. Then, for any $n \in \mathbb{N}^{*}$, $\mathcal{H}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a finite lattice, with respect to the inclusion.

Particularly, ( $H, \circ$ ) is a feebly associative hypergroupoid.
Proof. We prove this by induction on $n$. By (*) it follows that the theorem is true for $n \leq 3$.

Suppose the statement true for any $n \leq h$, where $h \geq 3$.
Then $\forall k \in \mathbb{N}, 1 \leq t<h$, we have

$$
\begin{aligned}
& \lambda\left(x_{1}, \ldots, x_{h}, x_{h+1}\right)=\lambda\left(x_{1}, \ldots, x_{h}\right) \circ x_{h+1} \subseteq \\
& \left.\quad \subseteq\left(\lambda\left(x_{1}, \ldots, x_{t}\right) \circ \lambda\left(x_{t+1}, \ldots, x_{h}\right)\right) \circ x_{h+1}\right) \subseteq \\
& \quad \subseteq \lambda\left(x_{1}, \ldots, x_{t}\right) \circ\left(\lambda\left(x_{t+1}, \ldots, x_{h}\right) \circ x_{h+1}\right)= \\
& \quad=\lambda\left(x_{1}, \ldots, x_{t}\right) \circ \lambda\left(x_{t+1}, \ldots, x_{h+1}\right) \subseteq P_{1} \circ P_{2}, \\
& \forall P_{1} \in \mathcal{H}\left(x_{1}, \ldots, x_{t}\right), \forall P_{2} \in \mathcal{H}\left(x_{t+1}, \ldots, x_{h+1}\right) .
\end{aligned}
$$

Since $\lambda\left(x_{1}, \ldots, x_{h}\right) \circ x_{h+1} \subseteq P_{1} \circ x_{h+1}, \forall P_{1} \in \mathcal{H}\left(x_{1}, \ldots, x_{h}\right)$ it follows that $\lambda\left(x_{1}, \ldots, x_{h+1}\right)$ is the minimum of $\mathcal{H}\left(x_{1}, \ldots, x_{h+1}\right)$. Similarly, it follows that $\rho\left(x_{1}, \ldots, x_{h+1}\right)$ is the maximum.
14. Corollary. $(\mathcal{E}, \odot)$ is a feebly associative hypergroupoid. Moreover, $\forall n \in \mathbb{N}^{*}, \forall\left(E_{1}, E_{2}, \ldots, E_{n}\right) \in \mathcal{E}^{n}, \mathcal{H}\left(E_{1}, E_{2}, \ldots, E_{n}\right)$ is a $f$ nite lattice with the minimum $\lambda\left(E_{1}, E_{2}, \ldots, E_{n}\right)$ and the maximum $\rho\left(E_{1}, E_{2}, \ldots, E_{n}\right)$.

By induction, it follows the following
15. Theorem. $\forall n \in \mathbb{N}^{*}, \forall\left(E_{1}, E_{2}, \ldots, E_{n}\right) \in \mathcal{E}^{n}$, we have
(i) $\lambda\left(E_{1}, E_{2}, \ldots, E_{n}\right)=\left\{\prod_{s=1}^{n} E_{s}, i \in\{1,2, \ldots, n\}\right\}$;
(ii) $\rho\left(E_{1}, E_{2}, \ldots, E_{n}\right)=\left\{\prod_{p=1}^{n-1} F_{p} E_{n}\right.$, where $\left.F_{p} \in\left\{E_{r}, \Omega\right\}\right\}$;
(iii) $\forall P \in \mathcal{H}\left(E_{1}, E_{2}, . ., E_{n}\right), \min P=\prod_{s=1}^{n} E_{s}$ and $\max P=E_{n}$.
16. Proposition. Let $K_{1}$ and $K_{2}$ be two subhypergroupoids of $(\mathcal{E}, \odot)$. Then also $K_{1} \odot K_{2}$ is a subhypergroupoid.

Proof. We have $K_{1} K_{1} \subseteq K_{1}$ and $K_{2} K_{2} \subseteq K_{2}$, whence

$$
\begin{gathered}
\left(K_{1} \odot K_{2}\right)\left(K_{1} \odot K_{2}\right)= \\
=\left(K_{1} K_{2} \cup K_{2}\right)\left(K_{1} K_{2} \cup K_{2}\right) \subseteq K_{1} K_{2} \cup K_{2}=K_{1} \odot K_{2}
\end{gathered}
$$

Therefore, $K_{1} \odot K_{2}$ is a subhypergroupoid.
17. Proposition. For $\forall n \in \mathbb{N}^{*}, \forall\left(E_{1}, E_{2}, \ldots, E_{n}\right) \in \mathcal{E}^{n}$, every $P \in \mathcal{H}\left(E_{1}, E_{2}, \ldots, E_{n}\right)$ is a subhypergroupoid of $(\mathcal{E}, \odot)$.

Proof. We prove by induction. For $n=1$, the statement is clearly true.

Let us suppose the statement true for $n \leq k$ and we shall verify it for $n=k+1$. Indeed, $\forall P \in \mathcal{H}\left(E_{1}, E_{2}, . ., E_{k+1}\right)$, $\exists s \in\{1,2, \ldots, k\}, \exists P_{1} \in \mathcal{H}\left(E_{1}, \ldots, E_{s}\right), \exists P_{2} \in \mathcal{H}\left(E_{s+1}, \ldots, E_{k+1}\right)$ such that $P=P_{1} \odot P_{2}$. By the above proposition it follows that $P$ is a subhypergroupoid.

Now, let $\mathcal{E}$ be an algebra of events.
18. Definition. For any $\left(E_{1}, E_{2}\right) \in \mathcal{E}^{2}$, we define

$$
E_{1} \square E_{2}=\left\{E_{1} E_{2}, \bar{E}_{1} E_{2}, \bar{E}_{2}\right\}
$$

The hypergroupoid $(\mathcal{E}, \square)$ is called the hypergroupoid of the atoms of conditional events.
19. Theorem. $(\mathcal{E}, \square)$ is a weak associative and a weak commutative hypergroupoid.

Proof. 1) For any $\left(E_{1}, E_{2}, E_{3}\right) \in \mathcal{E}^{3}$, we have:
$\left(E_{1} \square E_{2}\right) \square E_{3}=\bigcup_{F \in E_{1} \square E_{2}} F \square E_{3}=$
$=E_{1} E_{2} \square E_{3} \cup \bar{E}_{2} \square E_{3} \cup \bar{E}_{1} E_{2} \square E_{3}=$
$=\left\{E_{1} E_{2} E_{3}, \overline{E_{1} E_{2}} E_{3}, \bar{E}_{3}, \bar{E}_{2} E_{3}, E_{2} E_{3}, \bar{E}_{1} E_{2} E_{3}, \overline{\bar{E}_{1} E_{2}} E_{3}\right\}$ and
$E_{1} \square\left(E_{2} \square E_{3}\right)=\bigcup_{K \in E_{2} \square E_{3}} E_{1} \square K=$
$=E_{1} \square E_{2} E_{3} \cup E_{1} \square \bar{E}_{3} \cup E_{1} \square \bar{E}_{2} E_{3}=$
$=\left\{E_{1} E_{2} E_{3}, \overline{E_{2} E_{3}}, \bar{E}_{1} E_{2} E_{3}, E_{1} \bar{E}_{3}, E_{3}, \bar{E}_{1} \bar{E}_{3}, E_{1} \bar{E}_{2} E_{3}, \overline{\bar{E}_{2} E_{3}}, \bar{E}_{1} \bar{E}_{2}, E_{3}\right\}$,
whence $\left(E_{1} \square E_{2}\right) \square E_{3} \cap E_{1} \square\left(E_{2} \square E_{3}\right) \neq \emptyset$
2) For any $\left(E_{1}, E_{2}\right) \in \mathcal{E}^{2}$, we have: $E_{1} \square E_{2}=\left\{E_{1}, \bar{E}_{1} E_{2}, \bar{E}_{2}\right\}$ and $E_{2} \square E_{1}=\left\{E_{1} E_{2}, \bar{E}_{2} E_{1}, \bar{E}_{1}\right\}$, whence $E_{1} \square E_{2} \cap E_{2} \square E_{1} \neq \emptyset$.
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